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Abstract

By treating images as samples from probabilistic distributions, the fundamental problems
in vision – image similarity and object recognition – can be posed as statistical questions.
Within this framework, the crux of visual understanding is to accurately characterize the
underlying distribution from which each image was generated. Developing good approxi-
mations to such distributions is a difficult, and in the general case, unsolved problem.

A series of novel techniques is discussed for modeling images by attempting to ap-
proximate such distributions directly. These techniques provide the foundations for texture
synthesis, texture discrimination, and general image classification systems.
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iconoclast lit. image destroyer
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Chapter 1

Introduction

This thesis consists primarily of the description, discussion and analysis of three techniques
for the approximation of statistical distributions over images.

Chapter 2 outlines a technique for treating input texture images as probability density
estimators from which new textures, with similar appearance and structural properties, can
be sampled. In a two-phase process, the input texture is first analyzed by measuring the
joint occurrence of texture discrimination features at multiple resolutions. In the second
phase, a new texture is synthesized by sampling successive spatial frequency bands from
the input texture, conditioned on the similar joint occurrence of features at lower spatial
frequencies. Textures synthesized with this method more successfully capture the charac-
teristics of input textures than do previous techniques.

Chapter 3 describes a technique for measuring texture similarity based on a compar-
ing distributions similar to those of Chapter 2, which captures the texture characteristics
within images using an image representation which measures the joint occurrence of fea-
tures across spatial resolutions. An image classification system is described which mea-
sures the likelihood that the distribution derived from one image could have generated
another. Classification of natural textures indicates a high level of specificity, and recent
results on target detection in SAR imagery are encouraging.

In Chapter 4 a new method is presented for producing a measure of the similarity be-
tween images using its visual structure. This method is used to build an image database
system based on a ”query by image example” paradigm. A typical query consists of a
small set of images, submitted by the user, which are representative of those for which he
is searching. A characteristic signature is computed for the query images. These character-
istic signatures consist of the responses of an extensive set of filter networks which form a
textures-of-textures representation, and captures the visual structure within the images. By
comparing the query image signatures to the recomputed signature for each image in the
database, a similarity ranking is determined for each of the images in the database.

Chapter 5 describes the results of a series of experiments which were designed to mea-
sure the performance of the image database system presented in Chapter 4, and compare its
performance to several other basic methods which are at the heart of other image retrieval
techniques. In each experiment we measure the retrieval rates for a set of pictures which
are truly similar, and vary only along an individual visual dimension. The target image
sets consist of two classes of variation: sets which contain images generated from a single
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image which has been altered to varying degrees by one of several image manipulation
routines; and sets of images of the same subject taken under some physical variation.

In the experiments in Chapter 5, the image database system presented in Chapter 4
significantly outperformed the other techniques with which it was compared. To attain an
understanding of which components of the characteristic signatures used by the textures-
of-textures / filter network tree retrieval method, are critical for achieving this performance
level, we repeat the experiments performed in Chapter 5, for different textures-of-textures
configurations. Experiments where performance successes were achieved with smaller
configurations indicate which components of the characteristic signature are critical for
attaining invariance to each of the types of visual variation in the target sets.

From the experiments in Chapter 5 and Chapter 6, we discover exactly which compo-
nents of the characteristic signature are critical for achieving the observed retrieval perfor-
mance levels. Further, where performance was less than satisfactory, additional improv-
ments and extensions are suggested. In Chapter 7 we integrate all of these changes into
the image database system, and examine its performance on the controlled-variation sets of
target images, and on more general image database queries.
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Chapter 2

Multiresolution Sampling Procedure
for Analysis and Synthesis
of Texture Images

Synthetic texture generation has been an increasingly active research area in computer
graphics. The primary approach has been to develop specialized procedural models which
emulate the generative process of the texture they are trying to mimic. For example, models
based on reaction-diffusion interactions have been developed to simulate seashells [75] or
animal skins [67].

More recently work has been done which considers textures as samples from proba-
bilistic distributions. By determining the form of these distributions and sampling from
them, new textures that are similar to the originals can, in principle, be generated. The suc-
cess of these methods is dependent upon the structure of the probability density estimator
used in the sampling procedure. Recently several attempts at developing such estimators
have been successful in limited domains. Most notably Heeger and Bergen [32] iteratively
resample random noise to coerce it into having particular multiresolution oriented energy
histograms. Using a similar distribution, and a more rigorous resampling method Zhuet
al. [77] have also achieved some success. In work by Luettgen,et al. [40] multiresolution
Markov random fields are used to model relationships between spatial frequencies within
texture images.

In human visual psychophysics research, much of texture perception studies has been
focused on developing physiologically plausible models of texture discrimination. These
models involve determining to which measurements of textural variations humans are most
sensitive. Typically based on the responses of oriented filter banks, such models are capa-
ble of detecting variations between patches perceived by humans to be different textures
([4, 5, 6, 7, 12, 29, 33], for example.) The approach presented here uses these resulting
psychophysical models to provide constraints on a statistical sampling procedure.

In a two-phase process, an input texture is first analyzed by computing the joint occur-
rence, across multiple resolutions, of several of the features used in psychophysical models.
In the second phase, a new texture is synthesized by sampling successive spatial frequency
bands from the input texture.

If this is done in a random way, then the visual structures which are characteristic of
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the input texture are lost. By conditioning on the similar joint occurrence of features at all
lower spatial frequencies, we attempt to retain the important visual characteristics during
synthesis.

The sampling methodology is based on the following hypothesis: if at some resolutions
two regions in the input texture are indistinguishable, they can be rearranged at that reso-
lution without changing the visual characteristics of the texture. In the procedure outlined
here, we find such indistinguishable regions using multiresolution feature detectors. By
rearranging textural components at locations and resolutions where the discriminability is
below threshold, new texture samples are generated which have similar visual characteris-
tics.

2.1 Motivation

The goal of probabilistic texture synthesis can be stated as follows: to generate a new image
from an example texture, such that the new image is sufficiently different from the original
yet still appears as though it was generated by the same underlying stochastic process as
was the original texture.

If successful, the new image will differ from the original, yet have perceptually identical
texture characteristics. This can be measured psychophysically in texture discrimination
tests. To satisfy both criteria, a synthesized image should differ from the original in the
same way as the original differs from itself.

From an input texture patch, such as that shown in Figure 2-1, there are infinitely many
possible distributions which could be inferred as the generative process. The prior beliefs
we have about the form of such generative processes will shape the distributions from which
new textures will be sampled. Depending on the accuracy of these priors, the resulting
textures may or may not, satisfy the above criteria for “good” synthesis.

One possible prior over the distribution of images is that the original texture is the
only sample in the distribution, and that no other images are texturally similar. From this
assumption simple tiling results as shown in Figure 2-2. Clearly this fails the “sufficiently
different” criteria stated above.

Another feasible – though also clearly inadequate – prior is to assume that the pixels
in the input texture are independently sampled from some distribution. Textures generated
with this model do not capture the non-random structure within the original. The result
of such an operation is shown in Figure 2-3. As expected it fails to capture the character
of the original and is perceptually different. This is evidenced by the ease with which
the original can be located when superimposed on the synthesized texture. This effect,
commonly known as “popout,” occurs because the textures are perceptually different and
do not appear to have been generated by the same process ([6, 29, 33],e.g.).

The goal of texture synthesis is to generate a texture, such as that shown in Figure 2-5,
which is both random, and indiscriminable from the original texture. Figure 2-5 satisfies
these criteria in that it differs significantly from the original yet appears to have been gen-
erated by the same physical process. Because of the perceptual similarity between this tex-
ture, which was synthesized by the procedure in this paper, and the input texture (generated
by some other process) it is difficult to locate the region which contains the superimposed
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Figure 2-1: An example texture image for input to a texture synthesis process.

Figure 2-2: Simple repetition of the image does not result in a texture which appears to
have come from the same stochastic distribution as the original.

Figure 2-3: Textures that contain randomness not present in the original are perceptually
different textures. This texture was generated by uniformly sampling the pixel values of
the original. The original texture superimposed on the synthetic one is easily identified.
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Figure 2-4: Sampling each spatial frequency band from the corresponding band in the
original does not capture the detail which is characteristic of the input texture, indicating
that relationships between frequencies is critical. The synthesized texture is different from
the superimposed original texture, which is clearly discriminable.

Figure 2-5: The objective is to generate a patch such as the one above which is different
from the original yet appears as though it could have been generated by the same underlying
stochastic process. This texture, which was synthesized using the technique described in
this paper, is perceptually very similar to the original, and the superimposed original is not
readily located.
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original.

2.2 Functional synthesis framework

Mathematically, the goal of texture synthesis is to develop a function, F, which takes a
texture image,Iinput, to a new texture sample,Isynth, such that the difference betweenIinput

andIsynth is above some measure of visual difference from the original, yet is texturally
similar. Formally,

F (Iinput) = Isynth (2.1)

subject to the constraints that

D� (Iinput; Isynth) < Tmax disc (2.2)

and
V � (Iinput; Isynth) > Tmin diff (2.3)

whereD� is a perceptual measure of the perceived difference of textural characteristics, and
V � a measure of the perceived visual difference between the input and synthesized images.
The two functionsD� andV � are hypothetical functions which represent the perceptual re-
sponse of a human observer to input textures. In makingD� andV � separate functions, we
are explicitly modeling texture similarity as a different phenomenon from visual similarity.
This corresponds to the notion that we can perceive two patches as the same texture, yet
simultaneously be aware of their visual differences.

For a synthesized image to be acceptable, the perceived difference in textural charac-
teristics must fall below a maximum texture discriminability thresholdTmax disc, and the
perceived visual difference must be above a minimum visual difference threshold,Tmin diff .
The success of a synthesis technique is measured by its ability to minimizeD� while max-
imizing V �.

Human perception of texture differences, indicated by the hypothetical functionD�, de-
pends on our prior beliefs about how textures should vary. These beliefs incorporate much
of human visual experience; therefore, determining a computable metric,D, to approxi-
mateD�, is a complex and often ill-defined task. Devising a good approximation forV �

is an even more difficult task. For texture synthesis purposes however,V � can be roughly
approximated by direct correlation.

The difficulty of determining a functionD, to approximateD�, depends on the structure
and textual complexity of the two images. Many psychophysically based approximations
have been proposed (for example, [7, 12, 69, 37] to list a few.)

Clearly, more complex textures can be represented in larger images; therefore, deter-
mining a discrimination function, sayDsmall, between images which have few pixels is less
difficult than determining a similar functionDlarge over larger images.

Using a multiresolution approach, this work approximatesD� with a process which
begins from low resolution images. By decomposing the functionF into a set of functions
Fi which each generate a single spatial frequency band of the new texture,Isynth. The
domain of the each functionFi is a subset of the domain ofF , asFi’s need only be a
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Figure 2-6: If two textures are similar (in aD� sense), then downsampled versions of them
look similar as well.

function of the information contained in the low spatial frequency bands ofIinput.
This is intuitively shown by the following reasoning. If two textures are similar (in aD�

sense), then downsampled versions of them look similar as well. This is shown in the series
of images in Figure 2-6; as resolution decreases, the textures continue to look similar. It
would be very strange if this were not the case, as that would imply that two textures which
are dissimilar could be made similar by adding high frequency information.

Consider taking an image,Iinput, and generating from itI 0input by removing its high
frequencies (by low pass filtering with a Gaussian kernel.) Given justI 0input, and without
knowledge of the additional information inIinput, we could consider generating a new image
I 0synth which is similar in textural appearance toI 0input. Attempting to achieve this is the same
as our original problem of trying to synthesizeIsynth from Iinput, except with lower resolution
images. Therefore, generatingI 0synth which is similar toI 0input is independent of the highest
frequency band ofIinput. This argument can be repeated to show thatI 00synth can be generated
from I 00input without knowledge ofI 0input, and so on. Thus to synthesize a low resolution
version of a texture, the functionFi is dependent only on the spatial frequencies of the
input at or belowi:

Fi (Iinput) = Li (Isynth)= Fi [Li (Iinput) ; Li+1 (Iinput) ; � � � ; Ln (Iinput)] (2.4)

whereLi (Isynth) is the ith spatial frequency octave (or equivalently theith level of the
Laplacian pyramid decomposition.)

The original function,F , in equation (2.1) is then constructed by combining the spa-
tial frequency bands generated byF0 throughFN . In doing this, we have decomposed
the problem of synthesizing an image into a set of steps where we successively generate
each higher resolution. The method presented here simplifies the difficulty of minimizing
(approximate)D� difference by initially synthesizing textures which are similar at low spa-
tial frequencies, and then maintaining that similarity as it progresses to higher frequencies.
A new texture is synthesized by generating each of its spatial frequency bands so that as
higher frequency information is added textural similarity is preserved.
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Figure 2-7: The synthesis procedure is based upon the hypothesis that at lower resolutions
there are regions which are below some threshold of discriminability and that the random-
ness within a texture is in the locations of these regions.

2.3 Texture generation procedure

2.3.1 Hypothesis of texture structure

The sampling procedure used by this method is dependent upon the accuracy of the fol-
lowing hypothesis. Images perceived as textures contain regions which differ by less than
some discrimination threshold, and randomization of these regions does not change the
perceived characteristics of the texture. In other words, at some low resolution texture im-
ages contain regions whose difference measured byD� is small, and reorganizing these low
frequency regions, while retaining their high frequency detail will not change its textural
(D�) characteristics yet will increase its visual (V �) difference.

In Figure 2-7, at each resolution examples of potentially interchangeable regions are
highlighted. Rearranging the image at these resolutions and locations, while retaining their
high resolution structure, corresponds to moving whole textural units (which in Figure 2-7
are individual pebbles.)

2.3.2 Analysis and Synthesis Pyramids

A new texture is synthesized by generating each of its spatial frequency bands so that as
higher frequency information is added textural similarity is preserved. Each synthesized
band is generated by sampling from the corresponding band in the input texture, con-
strained by the presence of local features. The general flow of this process is outlined
in Figure 2-8.

In this first phase the input image is decomposed into an analysis pyramid, which ex-
poses its multiresolution band-pass and feature response information.

To compute oriented filter responses at multiple resolutions, we first decompose the
input image into a Gaussian pyramid, each level of which contains successively lower pass
spatial frequency information in the input image. The original image forms the lowest level
of the Gaussian pyramid; i.e.G0 = I.

Each successive level of the pyramid is produced by convolution with a Gaussian kernel
followed by downsampling by a factor of two:

Gn+1 = 2#(Gn 
KGaussian) (2.5)

where2#(�) is the two-times downsampling operation andGn is thenth level of the pyramid,
which is1=2n the size of the original in each dimension.
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Figure 2-8: A schematic of the multiresolution sampling procedure. An input texture is
decomposed into an analysis pyramid which contains both the information in the separate
spatial frequency bands and the response of a filter bank at each resolution. By sampling
from successively higher resolutions of this analysis pyramid, using the corresponding filter
bank responses as constraints, a synthesis pyramid is generated. Combining the spatial
frequency information from the synthesis pyramid yields the synthesized texture.
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From every pair of levelsGi andGi+1 in the Gaussian pyramid, the spatial frequency
information which is only inGi and not inGi+1 is:

Li (I) = (Gi (I)� 2"[Gi+1 (I)]) (2.6)

where2"[�] is a2� up-sampling operation.
In this way the spatial frequency information in the source image can be separated into

separate bandsLi. This structure is commonly known as a Laplacian pyramid. Each level
of the Laplacian pyramid contains the information from a one octave spatial frequency band
of the input image. Because of this, the pyramid can be inverted1 and the original image
recovered. For a complete discussion of Laplacian and Gaussian pyramids, the reader is
referred to the article by Burt and Adelson, [10], in which the Laplacian pyramid was
introduced.

From each level of the analysis pyramid a corresponding level of a new pyramid is
sampled. If this sampling is done independently at each resolution, as shown in Figure 2-4,
the synthesized image fails to capture the visual organization characteristic of the original,
indicating that the values chosen for a particular spatial frequency should depend on the
values chosen at other spatial frequencies. We also infer that these values only depend on
values at that and at lower spatial frequencies.

However, using only the Laplacian information in the lower frequency bands to con-
strain selection is also insufficient. Such a procedure which samples from a distribution
conditioned exclusively on lower resolutions only loosely constrains the relationship be-
tween the ‘child’ nodes of different ‘parents.’ Sampling from such a distribution can result
in high frequency artifacts which are not present in the intended distribution.

The one dimensional analog of this situation is shown in Figure 2-9. In this case the
child can be slightly redder or bluer than its parent, allowing for children of the same parent
to differ by at most some small hue shift. Because the distribution for values is conditioned
only on the values of the parent, it is possible for elements which do not share a parent, but
which are neighbors nevertheless, to differ by an arbitrarily large hue shift.

To prevent this, constraints must be propagated across children of different parents;
however, constraint propagation on a two dimensional network results in dependency cy-
cles. Sampling from distributions which contain such cycles, requires iterative procedures
such as Gibbs sampling, or rejection sampling, which are not, in general, guaranteed to
converge in finite time. In [77] Zhuet al. apply this direct approach, and even with conver-
gence times on the order a day many synthesized textures fail to capture the critical visual
characteristics. The current technique constrains the selection process within a spatial fre-
quency band without creating cycles by using image features to constrain sampling.

In the one dimensional schematic these features, which measure the relationships be-
tween locations within a level, are indicated in Figure 2-10 by the diamonds which cover
children of different parents.

Because the objective is to synthesize textures that contain the same textural characteris-
tics as the original, yet vary from it in global form, it is assumed that global structure within
the input texture is coincidental and should not constrain synthesis. Given this assumption

1To invert the Laplacian pyramid, the mean level of the image,Gn is also required.
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Figure 2-9: Conditioning sampling based upon only lower frequency information ignores
dependencies between elements within a level, possibly resulting in the addition of high
frequency edges not present in the original.

Figure 2-10: Using local features which measure relative responses between neighboring
regions, allows the current model to propagate constraints across ”familial” boundaries.
When sampling, these features provide constraints for the distribution of candidate values.
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it is sufficient to use the responses of a set oflocal texture measures as features which
provide the basis for an approximation to the human perceptual texture-discriminability
functionD�. A filter bank of oriented first and second Gaussian derivatives – simple edge
and line filters – were used in addition to Laplacian response. At each location(x; y) in the
Gaussian part of the analysis pyramid at leveli, the response of each featurej, is computed.
When, at the lowest resolutions, the pyramid layers are too small, the features cannot be
computed, and a constant value is used. These feature responses are used to further con-
strain the sampling procedure.

F
j
i (I; x; y) =

(
(Gi (I)
 fj) (x; y) if size ofGi (I) � fj
0 otherwise

(2.7)

At each location in the original image we construct a vector of the responses of each
filter at each resolution. We call this the theparent structureof the region.

The constraints provided by this entire parent structure is stronger than that from just
the “parent” Laplacian value, because they capture some of the relationships between pixels
within a local neighborhood.

2.3.3 Sampling procedure

A “synthesis pyramid” is generated by sampling from the analysis pyramid conditioned
on the joint occurrence of similar feature response values at multiple resolutions. When
the synthesized pyramid has been completely generated, the band-pass information is com-
bined to form the final synthesized texture.

Initially the top level – lowest resolution – of the analysis pyramid, which is a single
pixel, is copied directly into the synthesis pyramid. When synthesizing a texture larger than
the original, the top level of the synthesis pyramid is larger that in the analysis pyramid; in
this case the analysis level is simply repeated to fill the synthesis level.

Subsequent levels of the synthesis pyramid are sampled from the corresponding level of
the analysis pyramid. At each location in the synthesis pyramid, the local parent structure
is used to constrain sampling. The parent structure,~Si, of a location,(x; y), in imageI,
at resolutioni, is a vector which contains the local response for features1 throughM , at
every lower resolution fromi + 1 toN :

S(x; y) =

n
F 0
0 (x; y) ; F

1
0 (x; y) ; � � � ; F

M
0 (x; y) ;

F 0
1

�j
x

2

k
;
j
y

2

k�
; F 1

1

�j
x

2

k
;
j
y

2

k�
; � � � ; FM

1

�j
x

2

k
;
j
y

2

k�
;

� � � ;

F 0
N

�j
x

2N

k
;
j

y

2N

k�
; F 1

N

�j
x

2N

k
;
j

y

2N

k�
; � � � ; FM

N

�j
x

2N

k
;
j

y

2N

k� o (2.8)

The parent structure of a location in a synthesis pyramid is depicted in Figure 2-11; in
this schematic, each cell represents the set of local feature responses.

Two locations are considered indistinguishable if the square difference between every
component of their parent structures is below some threshold. For a given location(x0; y0)

in the synthesis image,Isynth, the set of all such locations in the input image can be com-
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Figure 2-11: The distribution from which pixels in the synthesis pyramid are sampled is
conditioned on the “parent” structure of those pixels. Each element of the parent structure
contains a vector of the feature measurements at that location and scale.

puted:

Ci (x
0; y0) =

(
(x; y)

����D
 

~Si (Isynth; x
0; y0) ;

~Si (Iinput; x; y)

!
� ~Ti

)
(2.9)

Where the distance functionD, between two parent structuresu andv, is given by:

D [u; v] =
(u� v)T (u� v)

Z
(2.10)

where Z is a normalization constant which eliminates the effect of contrast, equal to
P

x;y
~Si (Iinput; x; y)

.
To be a member of setCi (x

0; y0) the distance between each component of the parent
structures must be less than the corresponding component in a vector of thresholds for each
resolution and feature:

~Ti = [ T 0
i+1 T

1
i+1 � � � T

M
i+1

T 0
i+2 T

1
i+2 � � � T

M
i+2

� � � (2.11)

T 0
N T 1

N � � � TM
N ]T

Where each elementT j
i is a threshold for thejth filter response at theith resolution.

The values for new locations in the synthesis pyramid are sampled uniformly from
among all regions in the analysis pyramid that have a parent structure which satisfies equa-
tion (2.9). This yields a probability distribution, over setting a new location in the synthesis
pyramid to each location in the analysis pyramid which satisfies the conditions based on
the joint occurrence of features at lower spatial frequencies:
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Figure 2-12: An input texture is decomposed to form an analysis pyramid, from which a
new synthesis pyramid is sampled, conditioned on local features within the pyramids. A
filter bank of local texture measures, based on psychophysical models, are used as features.

P
�
Li (Isynth; x

0; y0)) Li (Iinput; x; y)
��� (x; y) 2 Ci (x0; y0)�

= 1 = kCi (x
0; y0)k

(2.12)

Variations between the analysis and synthesis pyramids occur when multiple regions in
the analysis pyramid satisfy the above criterion. The parent structure of such a group of
candidate locations is depicted in Figure 2-12. As the thresholds increase, the number of
candidates from which the values in the synthesis pyramid will be sampled, increases. The
levels of the thresholds,T j

i , mediate the rearrangement of spatial frequency information
within the synthesized texture, and encapsulate a prior belief about the degree of random-
ness in the true distribution from which the input texture was generated.

Algorithmically, this sampling procedure can be described with the pseudo-code:

25



SynthesizePyramid
Loop i from top level-1 downto 0

Loop (x0; y0) over Pyrsynth[level i]
C = ;

Loop (x; y) over Pyranalysis[level i]
C = C

S
f(x; y)g

Loop v from top level downto i+ 1

Loop j for each feature

if D

 
Pyranalysis[v][j] (x=2v�i; y=2v�i) ;

Pyrsynth[v][j] (x0=2v�i; y0=2v�i)

!

< threshold[level v][feature j]
then

C = C � f(x; y)g

break to next (x; y)

selection = UniformRandom [0; kCk]

(x; y) = C[selection]
Pyrsynth[v] (x0; y0) = Pyranalysis[v] (x; y)

With more complex code, additional efficiency can be obtained by skipping whole re-
gions which share a parent structure element that is above threshold difference.

Upon the completion of this sampling process for each level of the synthesis pyramid,
the Laplacian portion of this pyramid is inverted to form the new texture by expanding each
level to full size and summing.2

Though each band is sampled directly from the input image, the image which results
from the recombination of each of these synthesized layers contains pixel values (i.e. RGB
colors) not present in the original, because non-zero thresholds allow synthesized spatial
frequency hierarchies which differ from those in the original.

Similarly, during this procedure it is possible to synthesize pyramids which correspond
to images which cannot be displayed as the values are outside of the[0; 255] displayable
range. When this occurs, the pyramid is collapsed using full precision images, then values
above or below the range of legal pixel values are “clipped” by replacing them with the
closest legal value. Alternative solutions are to scale the color range of the entire image to
fit within the display gamut, which decrease the overall contrast of the synthesized image,
or to combine the two approaches using a saturating non-linearity (such as a sigmoid.) In
practice however, the clipped regions do not detract from the overall appearance of the
synthesized images.
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Figure 2-13: Texture synthesis results. The smaller patches are the input textures, and to
their right are synthesized images which are 4 or 9 times larger.
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2.4 Examples of texture synthesis

For 800 full color input textures, we synthesized new textures, each four times larger than
the original. Some typical results are shown in Figure 2-13. The results from these ex-
amples are indicative of the synthesis performance on the entire set and were chosen only
because they reproduce well on paper. The results of all 800 textures are available on the
world wide web via the URL:

http://www.ai.mit.edu/ �jsd/Research/TextureSynthesis

In the synthesis examples through out this paper thresholds of the form:

T
j
i = �=i� (2.13)

were used with� 2 [0; 0:4] and� 2 f0; 1g. The parameter� establishes the prior belief
about the sensitivity ofD�, the thresholdTmax disc in equation (2.2); larger� incorporates
the belief that the ‘true’ distribution which generated the input texture is spatially homo-
geneous, and that the low frequency structure within the input image should not be an
influential factor in region discrimination.

Shown in Figure 2-14 are a series of synthesized textures for� = 0 and� 2 f0:05; 0:10; : : : ; 0:30g.
As the threshold increases, progressively more locations in the original become indistin-
guishable, and the amount of variation from the original increases. For this texture, the
synthesized image which balances sufficient difference from the original with perceptual
similarity, lies somewhere between� = :15 and� = :20 (images d-e.) For different
images, the ideal threshold is different, reflecting our prior belief about the randomness
implied by the original. Another synthesis series for a different input image is shown in
Figure 2-15. In this case� = 1, a varies over the same range, and the ideal threshold is
somewhere around� = 0:25 (image f.)

2.5 Comparison to Heeger and Bergen model (1995)

In [32] Heeger and Bergen propose an iterative texture synthesis procedure which uses
histogram matching to coerce a random image into texture similar to the input.

The fundamental approach taken by this technique is to match the histograms from
each subbands of the random image to the corresponding input texture histogram. The
subbands which they use are derived from the steerable pyramid decomposition of the
images [60], and serve the essentially the same function as does the filter bank used in
this work. Steerable pyramids have an additional steerability property, which allow the
response of a filter at a non-basis orientation to be computed from the response of several
basis-orientation filters. However, this property is not used by the Heeger and Bergen
model.

By iteratively applying the matching procedure to each of the subband histograms, then
to the pixel histogram, this technique gradually shifts the energy distribution in the random

2As discussed in [10], Laplacian pyramid inversion can be done more efficiently by a recursive procedure
of expanding the lowest level and adding it to the next.
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Figure 2-14: This series of 6 images (b-g) was generated from the original (a). For each a
single threshold is used for all features and resolutions. Thresholds increase from 0.05 to
0.3 from (b) to (g).
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Figure 2-15: A series of synthesized textures for which the thresholds are inversely propor-
tional to the spatial frequency and proportional to 0.05 in (b) to 0.3 in (g).
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Figure 2-16: An input texture (a) which is beyond the limitations of Heeger and Bergen
(1995) model (b), can be used successfully by this techniques to synthesize many new
images. Four such synthesized images, using the same set of thresholds, are shown in (c) -
(f).

image’s histograms toward those of the input texture. After about five iterations, the oper-
ation tends to converge; however, they state that with additional iterations, artifacts due to
reconstruction error are introduced.

In Figure 2-16(a) an input texture which is beyond the limitations of Heeger and Bergen
model is shown. Synthesis from this input image using their technique, results in textures
such as that shown in (b), clearly this image does not have the same visual characteristics
as the original. Using the technique presented here, images (c) through (f) are obtained.

Even though the present model and the Heeger and Bergen model use effectively the
same feature set, the present model can capture visual characteristics which are beyond the
limitations of the other.

In performing the match-histogram operation, Heeger and Bergen force the energy dis-
tribution in each subband of the random image to match that of the input image. However,
in doing so they do not explicitly constrain the energy distributionacross features or reso-
lutions.Even though two images may have the same subband histograms, they could have
very different appearances because the joint occurrence of this energy does not match the
original. This effect can be seen trivially via the following thought experiment. Given an
input image which contains texture which is spatially homogeneous it is easy to see that
the match-histogram procedure will accept an output image which is spatially inhomoge-
neous. Suppose we divided the energy in each subband into four groups, and forced each
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quadrant of the random image to match the energy in one of these groups. The complete
histograms for each subband will match the histograms of the original however, clearly the
reconstructed texture will be spatially inhomogeneous.

To overcome this effect Heeger and Bergen iterate over matching the subband his-
tograms and matching the pixel-value histograms. However, doing this only loosely places
constraints across features.

In the present model, the energy distribution across features or resolutions is explicitly
required to match, by enforcing the satisfaction of equation (2.9). Because of requirement,
regions in the synthesis pyramid are required to have similar energies for all features at all
determined resolutions. Incorporation of these joint constraints captures visual character-
istics which are critical in the overall perceived appearance of the synthesized texture.

In Figures 2-17 through 2-19 the three textures synthesized with the Heeger and Bergen
model are shown. These images were chosen because they have textures which have ran-
domness at different scales. The texture in Figure 2-17 is a standard Brodatz3 texture [8].
The textures in Figures 2-18 and 2-19 are examples from Heeger and Bergen (1995), which
they considered to be textures that can be successfully synthesized with their technique.

In each figure two examples of matched subband histogram pairs are also shown. In
each pair the left panel shows the histogram for the subband in the input image, and the
right the corresponding subband in the synthesized image. Though only two histograms
are shown they are indicative of the quality of the match in all subbands at all resolutions.
For every texture the subband histograms match quite well, yet theD� difference between
the synthesized and original images images is high — the textures look different. The
fact that the results can be poor when the constraints are fully satisfied indicates that the
constraints provided by the histogram matching function are insufficient. Or equivalently,
these constraints provide a poor estimate ofD� texture discriminability. Because of this,
when the procedure converges to a minimum histogram-match error it does necessarily
reach the minimumD� difference.

In Figure 2-20 textures synthesized using the present method from the same input im-
ages as Figures 2-17 through 2-19. Across each row one input texture is used to synthesize
new textures using thresholds of� = f0:1; 0:2; 0:4g. Because this model incorporates joint
feature occurrence constraints, it is better able to capture the characteristics of the original
image.

For the top image, there are many image locations which are very similar to one another,
therefore at the lowest threshold, the synthesized image achieves a highV � difference;
furthermore it simultaneously achieves a lowD� difference. Because of this, the results
of this synthesis are better than those in Figure 2-17. With higher threshold levelsV �

difference continues to increase, butD� difference also seems to grow as well.
The middle image is less self-similar, and as a result, the synthesized image achieves

the best highV � / low D� difference at the second threshold level. With lower thresholds,
theV � difference is too low, and with higher thresholds theD� is too high. All three synthe-
sized images, but especially the middle one, are more successful than those in Figure 2-18
at replicating the texture.

3Textures taken from the bookTextures: a Photographic Album for Artists and Designers, photographed
by Philip Brodatz have become a de facto standard in the texture processing literature
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Figure 2-17:
LEFT IMAGE: A Brodatz [8] texture which has been used as input.
RIGHT IMAGE: The synthesized image using the Heeger and Bergen procedure.
LEFT GRAPHSS: The histogram for two example subbands in the input image.
RIGHT GRAPHS: The corresponding subband histogram in the synthesized image.
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Figure 2-18:
LEFT IMAGE: A texture from Heeger and Bergen (1995) which they claim can be success-
fully used for synthesis with their model.
RIGHT IMAGE: The synthesized image using their procedure.
LEFT GRAPHSS: The histogram for two example subbands in the input image.
RIGHT GRAPHS: The corresponding subband histogram in the synthesized image.
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Figure 2-19:
LEFT IMAGE: A second texture from Heeger and Bergen (1995) which they claim can be
successfully used for synthesis with their model.
RIGHT IMAGE: The synthesized image using their procedure.
LEFT GRAPHSS: The histogram for two example subbands in the input image.
RIGHT GRAPHS: The corresponding subband histogram in the synthesized image.
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Figure 2-20: Textures synthesized using the present method which incorporates joint fea-
ture occurrence constraints. Across each row one input texture is used to synthesize new
textures using thresholds of0:075, 0:15 and0:225.

36



The bottom image image is far less self-similar than the ones above it. As a result, the
best highV � / low D� differences occur at the highest threshold; with lower thresholds, the
V � difference is too low. Because regions within the image are not inherently indistinguish-
able (to the feature set used), the effect of raising the threshold to enforce randomness is to
cause the rearrangement of structures at a much coarser level than in the previous two syn-
thesis. This occurs because the low frequency information is more self-similar than is the
high frequency; therefore, low frequency rearrangements occur at lower thresholds. The
high frequency detail is mostly rearranged due to the low frequency rearrangements. As a
result, large textural units4 are rearranged to synthesize the texture. These large units can
be identified in both the input and synthesized images. Again, this result is more successful
than those in Figure 2-19 at replicating the texture.

2.6 Limitations

The model presented here for estimating a generative probability density uses constraints
based on joint occurrence of feature responses at multiple resolutions to capture the char-
acteristics of the original image. However, this set of constraints does not capture all visual
characteristics.

Because the constraints are local, the estimator presented here cannot model texture
images with complex visual structures. Such structures include: reflective and rotational
symmetry; progressive variations in size, color, orientation, etc.; and visual elements with
internal semantic meaning (such as symbols) or which have meaning in their relative posi-
tions (such as letters.)

Simply adding additional complex features to attempt to capture these sorts of visual
structures over conditions the sampling procedure, and simple tiling results. If appropriate
thresholds could be determined through additional analysis of the input image, the effects
of complex features could be mediated, and they might provide useful constraints.

Because it samples exclusively from the input image, this model assumes that the ‘true’
distributions from which each spatial frequency band in the input was generated, can be
accurately approximated by only those values present in that image. If there were a model
for the probability of values not present in the original, synthesized textures could possibly
be generated which contain additional variation from the original which does not increase
texture (D�) difference yet increases the visual (V �) difference.

2.7 Conclusion

We have presented a method for synthesis of a novel image from an input texture by gen-
erating and sampling from a distribution. This multiresolution technique is capable of
capturing much of the important visual structure in the perceptual characteristics of many
texture images; including artificial (man-made) textures and more natural ones, as shown
in Figure 2-21. The input texture is treated as probability density estimator by using the

4This is very related to the notion of “texton” [33], which is the fundamental unit of a texture.
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Figure 2-21: The characteristics of both man-made and natural textures can be captured
and replicated with this process.
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joint occurrence of features across multiple resolutions to constrain sampling. Prior beliefs
about the ‘true’ randomness in the input are incorporated into the model through the set-
tings of thresholds which control the level of constraint provided by each feature. Many
of the textures generated by sampling from this estimator can simultaneously satisfy two
the two criteria of successful texture synthesis: the synthesized textures are sufficiently
different from the original, and appear to have been created by the same underlying gener-
ative process. These textures can be synthesized from more intricate input examples, and
produce textures which appear more akin to the originals, than those produced by earlier
techniques (e.g. Figure 2-16.)
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Chapter 3

Flexible Histograms: Multiresolution
Texture Discrimination Model

3.1 Overview

The fundamental problem in computer vision, image recognition, requires the integration
of information from visual cues which discriminate between different objects and scenes.
In this chapter we describe a technique for using the joint occurrence of local features at
multiple resolutions to build a model to measure the likelihood that images contain the
same textures.

In human visual psychophysics there is a long and rich history of models which attempt
to replicate the ability of human observes to discriminate between patches of texture with
often subtly different visual characteristics. Beginning with the work of Julesz, [33], and
subsequently formalized in later works (e.g. [5, 7, 12],) these perceptually based texture
discrimination models typically compare the outputs of local oriented filters. For example
in [7], Bergen and Landy lay out a framework for segregating images based upon the op-
ponent energy in the textures in different regions. Opponent (H-V) energy was computed
by taking the difference between horizontal- or vertical-edge sensitive units1 An image re-
gion which contains a different texture is found by by comparing the maximum difference
in opponent energy to a template of region.

In image database retrieval research, variations of these models have been incorporated
into systems designed to retrieve images which contain regions consisting of particular tex-
tures [53, 74, 18]. Recently, similar techniques have been applied in the reverse problem of
synthesizing texture images which share the same visual appearance as a given input tex-
ture [32, 77, 17]. In Chapter 2 we presented a texture model which sampled a new texture
directly from the spatial frequency bands of the original, constrained by the joint occur-
rence of features at each spatial frequency. Incorporation of this multiresolution constraint
resulted in the ability to synthesize textures which faithfully mimic the texture characteris-
tics from more intricate examples. In this work we reverse this procedure and use it as the
basis for a texture discrimination model.

1Right-tilted versus left-tilted energy was computes as well.
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3.2 Discrimination By Inverting The Synthesis Procedure

To synthesize the textures in the previous chapter we rearranged the spatial frequency com-
ponents of the original texture by selecting from among only those regions which would
generate visual structures which would beindistinguishablefrom structures in the original.
We measured whether or not two regions are “indistinguishable” by comparing the joint
response of filter-banks at multiple resolutions in the images.

Similar techniques have been used by other authors ([33, 5, 12] for example.) However,
the technique used here is different from others in that it explicitly uses constraints which
require that all feature responses at all resolutions arejointly within threshold. Based on
this technique we can build a texture discrimination system which measures the similar-
ity between the textures within two images. The performance of this system provides a
measure of the utility of this measure of texture difference.

Given the synthesis model presented in the preceding section, we can ask what is the
probability that one image could have been the model for synthesizing another. How-
ever, because the synthesis technique samples each spatial frequency band directly from
the source image, an image which contains even a single spatial frequency component not
present in the source will have zero probability of having been synthesized with this tech-
nique. In the case of real texture images, there is an extremely low probability thatall of
the values in each spatial frequency band of a test image are present in the model (source)
image.

If we had an explicit model of how the spatial frequency content of a single type of
parent structure can vary in nature — how a particular parent structure can vary in several
images of the same texture — then that could be used to measure the likelihood that some
new parent structure could be a different instantiation of the original. However, we have no
principled way of building such a model, and furthermore, such a model is probably highly
dependent on the type of textures considered.

The approach we use here, is to hypothesize that we do not know the complete distribu-
tion which has generated the model image. We then view the presence of similar features as
positive evidence that the two textures are similar, in this way a parent structure in the target
image which is not present in the modelonly decreases the likelihoodthat the two images
contain the same textures — as opposed to enforcing a likelihood of zero. We consider
such a model here.

3.3 Analysis Pyramid and Flexible Bin labels

Given an example image, which contains the texture of interest, features are extracted at
each image location at multiple resolutions. For each location in the image, we collect the
responses of a set of local oriented filters. This collection forms theparent structureof
each location, and will be used as a center of a bin in the flexible histogram.

To compute oriented filter responses at multiple resolutions, we first decompose the
input image into a Gaussian pyramid, each level of which contains successively lower pass
spatial frequency information in the input image. The original image forms the lowest level
of the Gaussian pyramid; i.e.G0 = I.

41



Each successive level of the pyramid is produced by convolution with a Gaussian kernel
followed by downsampling by a factor of two:

Gn+1 = 2#(Gn 
KGaussian) (3.1)

where2#(�) is the two-times downsampling operation andGn is thenth level of the pyramid,
which is1=2n the size of the original in each dimension. At each level of the pyramid the
response to a set of filters is computed. This can be thought of as passing each low-pass
image through a filter bank producing a set of filter response imagesF i

n, for filter i at
resolutionn:

F i
n = Gn 
Ki (3.2)

At each location(x; y) in the original image we construct a vector of the responses of
each ofM filters at a location(x; y) at allN levels of the Gaussian pyramid. We call this
the theparent structure, S, of the region(x; y):
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Given an example image, which contains the texture of interest, we compute the parent
structure for each location as described in section 2.3.2.

From equation (2.8), we see that the parent structures of two locations share values
only when they have similar visual structure. Because of their proximity nearby regions
have similar low frequency appearance and share values in their parent structures. (In fact,
neighboring pixels share the same values for all but the highest resolution.)

The requirement that each feature at each resolution is within threshold is made explicit
in the candidate set membership test in equation (2.9). We use the candidate set associated
with each location in the model image as a bin in the the flexible histogram.

We can reformulate the candidate set membership condition by scaling each dimension
(i.e. each feature at each resolution) so that the threshold to which we are comparing it
is the same. Then, theL1 norm of in this dimension-scaled space can be compared to a
single threshold,T yielding an equivalent condition:




D h
~S (I; x; y)� ~S (I 0; x0; y0)

i
(~zI)

�1




1
< T (3.4)

where each componentzi of the normalization vector~z scales the corresponding feature
response so thatFi < Ti !

�
~Si
�
(zi) < T .

The bin described by the inequality in equation (3.4) defines aN � M dimensional
hypercube in resolution and feature space.

From equation (3.4) it is clear that all the regions in an imageI 0 which are considered
“indiscriminable” fromI (x; y) must fall within a hyper-rectangle (or hyper-cube, if all the
dimensions are scaled equally) in the feature-times-resolution dimensional space. The use
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of theL1 norm, which causes the hard edges of the hypercube, establishes the criterion that
each feature at each resolution must jointly be within threshold. Using another norm, for
example theL2 norm, would define a hyper-ellipse in this space and would allow similarity
in one dimension to compensate for difference in another. By preventing this “trade off”
effect, two texture regions are only close under this measure, whennoneof the feature
differences is above threshold. We are viewing each of the dimensions as the response of
an independent texture discriminator; when any discriminator can detect an above threshold
difference, the the parent structure is not accepted into the candidate set. This loosely agrees
with our intuitions about human perception of image difference. For example, a picture of
a familiar face will look improper if its eyes are enlarged, regardless of the fact that the
skin-color may be exact.

3.4 Flexible Histograms

For every candidate set in the model image we define a histogram bin which measures the
frequency of regions in a test image which are within threshold (defined by equation (3.4).)
In this way generate a histogram for the test image, taken with respect to the model image.
Because the bin labels used to generate these histograms are dependent on the model image,
we term them “flexible.” Thus when searching for different types of textures (i.e. when
using different models) the bins used in the histogramming process will be specialized for
each texture.

Because the parent structures of many locations in the model image are similar, the
bins in the flexible histogram are non-exclusive. Thus, a parent structure can fall into
multiple bins. This has the effect of increasing the relative importance of model image
parent structures which occur often.

To compare a test image to a model, we compare the histogram generated for the test
image, with respect to the bins defined by the model image, to the histogram generated by
the model image, with respect to the same set of bins — i.e. with respect to itself.

In the initial stage of model processing, the parent structure for every pixel in the model
image is computed. Using those parent structures, a histogram is computed for the model
image with respect to itself. For each parent structure, the number of other parent structures
in the model image which are within threshold distance are accumulated and stored in a bin
corresponding to the location of the pixel whose parent structure was used. Thus for an
I � J image,IJ bins are computed, which can be thought of as a 2D histogram, or can be
rolled out into a conventional 1D histogram. This is outlined in the schematic in Figure 3-1.

Using a similar process a histogram for a test image is computed by accumulating
the number of parent structures in the test image which are within threshold distance of
each model image parent structure. The model and test histogram are each computed with
respect to the bins defined by the model image. Therefore, corresponding bins in each
histogram are counts of parent structures in each image which are within threshold ofthe
sameparent structure in the model.

We want to ask the question: “are the two textures different?” By considering the
histograms as approximations to an underlying generative distribution, we can ask “are
the two texture distributions different?” Since the two flexible histograms have the same
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Figure 3-1: By measuring the frequency with which locations with similar parent structures
occur, aflexible histogramis extracted. The bins of this histogram are determined by the
parent structures in successive locations in the model.

bin labels, we can ignore the fact that the labels are flexible, and compare them using the
standard chi-square test:

�2 =
X
i

�
Bmodel
i �Btest

i

�2
Bmodel
i

(3.5)

WhereBmodel
i is the count of parent structures in the model which fall into bini, and

Btest
i is the corresponding count for the test image.

Because we measure the�2 (un)likelihood that the test is a sample from the distribu-
tion described by the model, the denominator in equation (3.5) is greater than zero for all
bins. Thus, no image results in a�2 = 1, achieving the desired criterion that though
perhaps very unlikely, no two images should be measured to contain different textures with
complete certainty.

The�2 value yields a measure of the difference between two textures and its negation
yields a similarity likelihood. Given this measure, we can compute the likelihood that a set
of images in a collection contain a particular type of texture.

If a binary decision is needed — “is the texture the same or different?” — a texture-
detector can be built by comparing the likelihood measure of each image to a threshold
�model. Using standard chi-square tables we could determine a value for�model for any
desired level of certainty that the two histograms represent the same distributions. However,
we do not presume that the flexible histogram for a given model completely describes the
texture, and choosing a fixed likelihood could eliminate true-positives which fall below
the threshold, but far above false-positives. What is important is that�model is chosen
empirically to maximize the percentages of true-positives while guaranteeing an expected
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level of false-positives. The curve generated by varying�model, is known as the receiver
operating characteristics curve, and will be shown for several sets of data in the experiments
section below.

3.5 Incorporating multiple model images

Suppose we have access to not just a single image of the desired texture, but several images.
Under these circumstances one would hope that a discrimination system would be able
to perform better, because it has more information about the target texture. With slight
modification the current model can incorporate information from multiple examples of the
target texture to improve its performance.

Multiple model images could be used in several ways. Each could be used as a separate
model, and then their likelihood measurements for a given test could be combined with
some function, such as taking the average, or maximum, or some function in between, i.e.
top-k-average. A better method however, if we believe that the models are truly examples
of the same texture, is to use the additional information to improve a single estimate of the
underlying generative distribution.

We can do this in two ways, first by simply adding the additional parent-structures im-
ages into the flexible histogram taken with respect to only a single image. This has the effect
of smoothing the the frequency-counts in the bins, but does not affect the number of bins
present. This improves the texture model by simply incorporating the relative frequencies
of parent structures in the additional model images, which (if they are truly examples from
the same underlying generative distribution) will increase the accuracy of the histogram’s
approximation to the distribution.

The size normalized�2 likelihood, which corrects for the model and test image his-
tograms that generated over different numbers of parent structures, is given by:

�2 =
X
i

 rP
k
jImodelk

j
jItestj

Bmodel
i �

r
jItestjP

k
jImodelk

j
Btest
i

!2

Bmodel
i

(3.6)

Alternatively, if we are willing to incur the additional computational cost of comparing
more bins, the additional model images can be used to both generate additional bins and
to smooth the frequency counts in the bins from the other model images. In this case
equation (3.6) is still used, however, the number of bins over whichi ranges is increased.

3.6 Specifics of the current instantiation

There are two sets of parameters which must be specified to fully describe the procedure
which was implemented and used to perform the experiments presented here. The exact
form of the filters, and their associated maximum difference thresholds required for his-
togram bin membership.
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3.6.1 Filters

In the current system five features were used. Though informal experiments indicate that
their exact nature is not critical in performance (assuming thresholds are adjusted appro-
priately), the exact form is described here for completeness.

FeatureF 0
n (In) is a Laplacian, which captures the non-oriented bandpass frequency

information present in the image,I at resolutionn. SpecificallyF0 (I) contains the spatial
frequency information inI which is not present in its Gaussian2� downsampled version,
In+1:

F 0
n (In) = In � 2"[2#(In)] (3.7)

= in �
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>;
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FeaturesF 1
n (�) throughF 5

n (�) are the response of3� 3 oriented filters which are sen-
sitive to horizontal and vertical edges and bars:
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Convolution at the edges were handled by reflection about the borders of the image.
It is sufficient to use filters with a relatively small support (i.e.3 � 3) because at each

resolution we are concerned only with the features which are presentonly in that resolution.
By applying this filter bank to each resolution and considering the joint response across
resolution, it captures the same longer range information, as do larger-support kernels.

We can see this effect in a one dimensional example. The optimal discrete approxi-
mation to a Gaussian is given by the row of Pascal’s triangle corresponding to the desired
support:
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(3.13)

Using a discrete approximation with a support of3 (i.e. f1 2 1g) does not provide as
accurate an approximation as a would a larger support,when we consider convolution only
at a single resolution. However, two applications of the size3 kernel is equivalent to a
single application of the size5 approximation:

f1 2 1g 
 f1 2 1g = f1 4 6 4 1g (3.14)

Further, since convolution is a linear operation:

f1 4 6 4 1g 
 S = (f1 2 1g 
 f1 2 1g)
 	 (3.15)

= f1 2 1g 
 (f1 2 1g 
 	) (3.16)

Where	 is a one dimensional signal.
Thus, application ofF 1

n+1 (In+1), for example, is equivalent to application of a larger
vertical edge filer onIn.

3.6.2 Bin membership threshold

To be considered similar enough to be counted in a particular flexible histogram bin, each
component-wise difference must be below some resolution and feature dependent thresh-
old,T i

n in equation (3.4).
The level of these thresholds are critical in establishing the distribution of bins into

which a particular parent structure will fall. A threshold which is too low will result in loss
of generality, essentially causing the histogram bins to become overly specific feature de-
tectors which are unlikely to respond to even true-positives. Conversely a threshold which
is too large will result in bins which accept large variation in parent-structures, weakening
the overall specificity of the combined model.

To establish appropriate levels for these thresholds, we measured the differences be-
tween image regions which are believed to contain the same texture. We did this for a
set of 800 textures from the MIT AI Lab Learning & Vision Group Texture database [31].
Specifically we computed the approximate average difference between the components of
pairs of parent structures taken from thesame texture image. Each texture was64 � 64
pixels. A full computation of the40962=2 � 16M possible pairwise differences for all
800 images is impractical, and was approximated by computing the differences for10; 000

pairs of parent structures chosen at random for each image.
The approximate average differences are shown in Figure 3-2, Average difference is

plotted against resolution, and each curve represents the measurements for a separate fea-
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Figure 3-2: The approximate average parent structure differences for a set of 800 textures.

ture. The average difference between feature responses increases roughly proportionally to
the log of the resolution, with a slope which varies across features.

In marked contrast to this data, we collected the same measurements for a set of 800
natural images taken from the Corel image database [13]. The data for the natural images
is shown in Figure 3-3. roughly independent of the resolution at which they are computed.
For natural images, the levels of each curve are roughly constant with respect to resolution,
indicating that the average difference between feature responses is roughly independent of
the resolution at which they are computed. Additionally the average difference is roughly
constant across feature type.

From the image data we extract appropriate levels for the thresholds for equation (3.4).
Since the measurements in Figure 3-3 are differences in parent structure components, for
parent structures which are present in thedifferent images, they provide a reasonable upper
bound on the acceptable differences between parent structures from images which contain
we consider to bedifferent textures. In the current implementation we useT i

n = 0:2 for all
resolutions and features.

3.7 Experiments

3.7.1 Natural textures

To measure the performance of this system we measured its receiver operating character-
istics on a set consisting of three64 � 64 examples of 20 different textures. The three
examples of each texture were acquired by extraction of image patches from a single image
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Figure 3-3: The approximate average parent structure differences for a set of 800 non-
texture images.

Figure 3-4: Two images which contain the same texture.

Figure 3-5: Images which contain different textures.
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Figure 3-6: Receiver operating characteristic (ROC) curve for discrimination of natural
textures with this technique.

of a roughly texturally homogeneous natural scene. Examples of two images from the same
texture are shown in Figure 3-4, and examples from several different types of textures are
shown in Figure 3-5. The images cover a large range of textural characteristics, however,
as is clear in Figure 3-5 some examples of different textures (i.e. from different sources)
do have a similar appearance. As a result, we expect that even human observers will be
unable to perfectly identify examples of a target texture. In section 3.7.2 we compare the
performance of this system to that of several human observers.

Using one of the three examples of a given texture as a model, we measured the receiver
operating characteristics curve for discrimination among a set made up of 40 images, two
examples from each texture. In this way, we acquired 20 ROC curves, one for each model,
which were averaged to generate the curve shown in Figure 3-6. In this graph, percent
correctly detected (true-positives) is plotted versus percent incorrectly determined to be the
target texture (false-positives), as a function of increasing threshold�. On this graph a
diagonal line from(0%; 0%) to (100%; 100%) represents chance; the ROC of a detector
whose response is random, i.e. is completely independent of the data, would fall on this
line.

From this curve the optimal Bayes decision rule can be determined. Given some belief
about the cost of making an error in detection, and of the prior probabilities of each texture
occurring, the Bayes optimal rule is given by:
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P (d)

P (fa)
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reject

Cfa � Cd

Cfn � Cn

�
P (:T )

P (T )
� �B (3.17)

whereCd, Cfn, Cn, andCfa are the costs associated with detection (true-positive),
false-negative, true-negative and false-alarm (false-positive) respectively.P (T ) andP (:T )
are the prior probabilities of the presence or absence of the target texture.

In the “toy” problem of the natural textures, we have no prior beliefs about the costs
associated with correct and incorrect responses. Thus we can treat left-hand side of the
binary test in equation (3.17) as a tunable parameter�.

If for example, we set� to 1 (which is equivalent to setting the expected cost of a
random answer to zero) we are left with the maximum likelihood decision rule:

P (d)

P (fa)

reject
>
<

accept

1 (3.18)

On the natural textures used in this experiment, the maximum likelihood decision rule
yields an average of75% percent accuracy. Compared to5% accuracy obtained by chance,
this is a good performance level; however, for this data many techniques may be able to
achieve such performance. For example simple color histograms (i.e. those in [65]) could
easily discriminate between many of the textures.

To get a notion of the level of performance which is feasible by a system which is
capable of integrating visual cues from multiple local and global characteristics available
in the the texture images, we measure the receiver operator characteristics achieved by
human observers.

3.7.2 Comparison to human performance of discrimination of natural
textures

To measure the relative similarity between test images perceived by human observers we
need to acquire a ranking for each image which contains the target texture versus those
which do not.

However, this cannot be done directly because human observers do not produce reliable
rankings when presented with large sets of options; thus, presenting the observer with all
40 test images and requesting a full ranking would produce poor measurements. Because
of this, psychophysical measurements of this form are typically done using an k-alternative
forced choice (kAFC) paradigm in which the observer is presented with some number, k,
images from which they must choose one [30]. In this case the observer indicates which
image is perceived to be most similar (in texture composition) to the target

From each response a partial ranking, of the chosen image over thek�1 other presented
images, is acquired. To acquire a full ranking in this way requires

Plogk(tests)
i=1 N=k(i) k-AFC

questions per target texture. Clearly for small k, this results in infeasibly long testing times.
However, to generate an ROC curve we require the rankings ofonly the true-positive

images. Thus, by using a procedure which identifies the rankings of most similar images
first, the testing for a give target can be terminated after the the rankings of the true-positives
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Figure 3-7: ROC curve averaged over 7 observers for 5 target textures.

have been determined. Further, since we expect human observers to rank the true-positives
near the top, much of the cost accrued in determining a full ranking can be avoided.

The procedure we use is a series ofki � AFC questions, whereki = f40; 39; : : :g. In
the first question the top-most similarly perceived image is found. Once determined this
image is removed from the set of alternatives, and those remaining are presented in the
next question. At worst this technique could require 40 questions per target; in practice,
however, the true-positives are identified within far fewer.

The procedure has been implemented through a world wide web interface and can be
viewed from the URL:

http://www.ai.mit.edu/ �jsd/Research/Discrimination/Human
As a side-effect of terminating after both target-images had been identified, we found

that observers began to recognize images which had been correct responses to other targets,
when presented with the same set of distractors (i.e. non-target images).

To prevent the positive feedback, received by terminating after the correct images had
been identified, we extended each trial using the following strategy:

� If both target-images are not identified continue.

� If both target-images are identified continue with probability0:1.

This hampers the ability of the observers to build and use multiple models. In addition,
each observer was only presented with 5 of the 20 possible target textures, to prevent these
effects of over-exposure to the test set.

52



The averaged results for 7 observers across all target textures are shown in the red (top)
curve in Figure 3-7. The performance of human observers is slightly better than that of
the flexible histogram technique (shown in blue); the maximum likelihood probability for
detection for a human observer is about83%, and for flexible histograms about75%.

In the next experiment we measure the performance of the present texture model on
discrimination between different classes of images generated from synthetic aperture radar
(SAR) data.

3.8 Vehicle detection in SAR data

In this section we present the preliminary results of using this model for vehicle detection
in synthetic aperture radar images. Using a model constructed from four SAR images of a
particular vehicle type, we classify a data set consisting of three types of images: images of
the target vehicle, images of a second vehicle, and clutter images which contain no vehicles.
The data was acquired from the Model Based Vision Lab MSTAR project [43].2

In each class there were 140 images; two examples of each are shown in Figure 3-8.
The target vehicle was a T72 tank (a), distractor images consisted of images of a BMP2
personnel carrier (b), and clutter images (c) taken from a farmland region in Huntsville,
Al. All of the SAR data was collected with a (measured) depression of approximately
15 degrees; the magnitude of the complex SAR images was used to generate sets of non-
overlapping128� 128 gray scale images. Contrast equalization was used to maximize the
dynamic range of each image, and to eliminate any potential contrast or brightness cues in
the original data which could be used to perform discrimination.

Using this dataset we ask two questions: with four model images of the T72 vehicle,
how well can we discriminate between images containing clutter and those containing a
vehicle; and given a model of either type of vehicle how well can we discriminate between
it an the other vehicle class. From the examples in Figure 3-8 it is clear that the clutter
images (c) have a globally different appearance from those containing vehicles (a and b).
Therefore we anticipate better performance for any technique in discriminating between
images of class (c) and those of (a) or (b) than between images of (a) versus those of (b).

The ROC plot in Figure 3-9 shows the performance of the current technique at discrim-
inating between clutter images and images containingeithervehicle type, given two model
images ofonly the T72. The point100% detected versus0% false-alarm is reached indi-
cating that at some threshold, perfect performance, over this limited data set, is achieved.
However, this measure is only preliminary; in military applications the Neyman-Pearson
criterion, i.e. the maximum acceptable P(false-alarm), is below the� � 1% precision of
these experiments.

2“This data set was collected in September of 1995 at the Redstone Arsenal, Huntsville, AL by the San-
dia National Laboratory (SNL) SAR sensor platform. The collection was jointly sponsored by DARPA and
Wright Laboratory as part of the Moving and Stationary Target Acquisition and Recognition (MSTAR) pro-
gram. SNL used an X-band SAR sensor in one foot resolution spotlight mode. Strip map mode was used
to collect the clutter data. This subset of data from the September 1995 collection has been identified by
DARPA and Wright Laboratory for public release.” [66]
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Figure 3-8:128� 128 SAR images of (a) T72 tanks, (b) BMP2 personnel carriers, and (c)
clutter images which contain no vehicles.
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Figure 3-9: ROC curve for discriminating full resolution (128�128) T72, or BMP2 vehicles
from clutter images.
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Figure 3-10:4� downsampled (a) T72, (b) BMP2, (c) clutter images blown up for visibil-
ity. (d) images at true size.

In real SAR applications, the volume of input images is such that theO (pixels2) op-
erations required to fill the flexible histograms is prohibitive. An important issue is the
development ofprescreeningalgorithms which can reliably guarantee100% probability
detection with a minimal probability of false-alarm. The output of such a system can then
be fed into a more precise, though more computationally intensive, second stage algorithm.
To decrease the run-time of the flexible histogram method, we can consider decreasing the
size of the input images by low-pass filtering and subsampling.

Figure 3-10 shows three of the images in Figure 3-8 down-filtered by a factor of4�
in each dimension. The effect of down sampling is that it removes the highest frequency
information in the input images. However, a significant computational advantage is gained
because the operations required by flexible histogram technique decreases by a factor3 of
256.

Figure 3-11 shows the performance using versions of the images, which have been
downsampled2�, 4�, and8� in each dimensions; as resolution decreases, computation
time speeds up by factors of16, 256 and4096 respectively. Using lower resolutions causes
however, causes dramatic decrease in discrimination performance as well.

As resolution decreases, progressively more of the vehicle-containing images which
are least similar (under the flexible histogram�2 measure) to the model, are “confused”
with the most model-similar clutter images. This effect can be visualized by examining the
flexible histograms of true positive images as resolution changes changes.

34 times down sampling in each dimension yields42 times fewer pixels, which yields a speed-up factor
of 42

2

= 256.
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Figure 3-11: ROC curve for detecting vehicles using downsampled images.
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Figure 3-12: 2D flexible histograms of a full resolution image containing a target. Each
histogram is with respect to one of the four model images.
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Figure 3-13: 2D flexible histogram of4� downsampled image containing targets.
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Figure 3-14: ROC curve for discriminating between T72 and BMP2 vehicles using T72
based model.

In Figure 3-12 the two-dimensional flexible histograms for a full resolution true positive
image, with respect to the four model images are shown. The bright areas indicate which
bins, defined by the parent structures in the model images, are most present in the target
image. In these images the bright regions are located in the regions of the model images
which contain the target vehicle, indicating that it is this region which is going to dominate
the chi-square calculation (equation (3.5).)

In Figure 3-13 the two dimensional flexible histograms for a low resolution version of
the same true positive images are shown. When the images are downsized, the regions of
the model images most similar to the parent structures in the target image — those regions
which will dominate the chi-square measure — are the clutter regions surrounding the
target vehicle. As a result, with decreased resolution, the flexible histogram becomes less
discriminating between target and clutter images.

Nevertheless, these lower resolution methods can be used as a prefiltering stage which
can “screen-out” a large number of the clutter images while utilizing a relatively small
amount of processing power. Equation (3.17) can be used to obtain a threshold which
guarantees100% detection, with arbitrary certainty, and a minimal number of false-alarms.
All of the images detected by this prefilter system — both true positives and false-alarms
— can then be fed into a higher resolution version to eliminate more of the false-alarms.

We now turn to the question of discriminating between the T72 and BMP2 vehicles.
Here we only consider the performance of on full resolution images, which yields the best
performance of the current method. Using a two images of the T72 tank the ROC curve
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Figure 3-15: ROC curve for discriminating between T72 and BMP2 vehicles using BMP2
based model.
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Figure 3-16: Schematic for classification system which combines multiple discrimination
models.

shown in Figure 3-14 is obtained. Using a two images of the BMP2 tank the ROC curve
shown in Figure 3-15 is obtained. Each curve represents performance which, though better
than chance, can only correctly classify67% (using maximum likelihood classification.)

Using both models simultaneously, however, a classification system was built which
improved the overall performance.

3.9 Multi-model classification system

By combining the information provided by both pairs of model images we can design a
classification system which yields a ROC curve which is better than either Figure 3-14 or
Figure 3-15.

Given some image, we can ask if it is more likely to have been generated by one model
than by the other. By taking the difference of the�2 measures obtained from from compar-
ison of flexible histograms based on each model type, we can obtain a new measure:

Lclassify = �2
model1

� �2
model2

(3.19)

The resulting multi-model system can be described by the diagram in Figure 3-16.
Since�2 measures can only be directly compared when they are generated with respect to
the same model, simply comparingLclassify to zero will not take into account any biases
in the combined model classification system. To remove biases we compareLclassify to a
threshold�classify using a binary decision rule:
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Figure 3-17: ROC curve for classification of T72 versus. BMP2 using models of each

Lclassify

reject
>
<

accept

�classify (3.20)

By varying the threshold�classify an ROC curve is constructed, from which the optimal
threshold can be determined.

Figure 3-17 shows the ROC obtained curve obtained by varying�classify.
The accuracy of the classification system is given by:

Accuracy = [P (H = h1jI = i1; �classify)]�

[P (H = h2jI = i2; �classify)] (3.21)

whereP (H = hkjI = ik; �classify) is the probability that the classification hypothesizes
an image of typek given that the image is really typek, and some decision threshold
�classify. By varying the value chosen for�classify we can maximize the accuracy obtained
by the system.

The left plot of Figure 3-18 is the accuracy achieved by the system as a function of the
threshold. In the right plot, the output of the classification system,Lclassify, is shown for
the two types of images. The top (red) curve are the responses to the T72, and the bottom
to the BMP2. When performing classification of course, the system does not have access
to these labels (as finding them is the objective.) From the peak on the left plot, we see
that the maximum accuracy obtained is78%. At this point, we find the maximum-accuracy
threshold value�classify, which produces a linear discriminator shown by the horizontal
line; on the right plot, all images which fall below the line are classified as BMP2, and
those above as T72.

Alternatively we can think of finding the maximum accuracy threshold by examination
of the ROC curve in Figure 3-17. Optimal classification is obtained at the point on the
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Figure 3-18: By searching over�classify the maximum accuracy achievable by the system
can be found.

ROC curve which is at the intersection of the ROC curve with the circle of minimum radius
centered at(100%; 0%). (A circle is used because we assume equal prior probabilities, and
cost ratios, which simplifies the Bayes decision rule in equation (3.17), to the maximum
likelihood decision rule in equation (3.18). With different priors we would consider the
intersection of the ROC curve with the minimum radius ellipse, whose axis ratio is set
by those priors.) This intersection falls at78% P(detection / correct classification), which
agrees with the maximization method shown in Figure 3-18.

3.9.1 Flexible histogram difference of synthesized images

To compare the flexible histogram discrimination method to the synthesis procedure on
which it was based, we synthesized a set of textures, and measured their distance to to
original. We synthesized 5,000 textures at each of two thresholds, from a single example,
using the procedure described in Chapter 2. Thresholds ofT = 500 andT = 1000 were
used. The original image is shown in Figure 3-19, and examples the images synthesized
with the lower threshold are shown in Figure 3-20, and with the higher threshold in Fig-
ure 3-21. Flexible histogram difference was then measured between each of the 10,000
images and the original. In Figure 3-22 we plot a histogram of the frequency of images at
each difference level.

The two sets of synthesized images cluster into separate groups. The means of each
cluster, however, are relatively low compared to the difference of a very different textures
which fall off to the right, beyond the realm where the flexible histogram model can accu-
rately measure differences. For the 800 textures in the Learning & Vision Group Texture
database [31] all completely saturate or nearly saturate the distance measure by yielding
nearly empty flexible histograms.
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Figure 3-19: The base image from which 10,000 images were synthesized, and compared
using the flexible histogram model.

Figure 3-20: Ten example of the 5,000 images synthesized with a low threshold, from the
texture in Figure 3-19.
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Figure 3-21: Ten example of the 5,000 images synthesized with a higher threshold, from
the texture in Figure 3-19.
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Figure 3-22: Images synthesized with two different thresholds cluster into two groups in
flexible histogram similarity

Figure 3-23: Control image, that is very different from the base image in Figure 3-19, for
comparison to similarity measures of synthesized images
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Though it is possible at any threshold level to synthesize images which are very similar
(indeed, even identical) to the input image, with higher thresholds, it becomes increasingly
unlikely. In fact, in the 5,000 examples synthesized with the higher thresholdT = 1000,
none fall below the flexible histogram difference level of even the most different image
synthesized with a threshold ofT = 500. Thus to achieve a largerV � difference, the
synthesis technique must sacrificeD� distance (as approximated by the flexible histogram
model).) However, from the perceived textural similarity between the images in Figure 3-21
and the original texture in Figure 3-19, it is clear that this level of discriminability is below
theTmax discthreshold.

The smaller variance in difference in the set of synthesized images with the higher
threshold and the saturation of the model when very different textures are tested, is symp-
tomatic of the fact that the flexible histogram model does not have an explicit model of
variations in parent structure values. As a result, as difference measures increase, the res-
olution (i.e. differentiation between difference measures) decreases. This is evidence that
the flexible histogram texture difference measure is most useful when discriminating be-
tween similar images, and is less useful when discriminating between images which are all
very different from the model image. In some sense this corresponds to the “comparing
between apples and oranges,” syndrome: when images are very different from the model, it
becomes difficult to to identify which ismoredifferent, and all that can be said is that they
a bothverydifferent. In many applications however, such as in the case of SAR imagery, it
is between very similar images which we need to precisely discriminate.

For general image databases, where images vary greatly in content and appearance,
and even images which are considered similar have very different local properties, such an
approach decreases in viability. To deal with the larger variety in such image databases, we
consider a more sophisticated model in the following chapters.

Potential future research directions for the current texture model include analysis of per-
formance in other domains where only structural information is present, including texture
based image segmentation; character and symbol recognition; stereo image correspondence
determination; and integration of this texture discrimination approach into systems which
use cues such as color or shape for classification and recognition.

3.10 Discussion

The flexible histogram multiresolution texture discrimination approach described here makes
explicit the requirement that to be considered similar, textures must contain similar distri-
butions ofjoint feature responses over multiple resolutions. Results on discrimination be-
tween natural images indicate performance which, though less than that achievable by hu-
man observers, is far greater than chance. Further, for the natural textures used, many other
approaches could potentially be successfully applied. Therefore, the main significance of
these results is to show that this approach, which is based only on the multiresolution tex-
ture organization within images, has significant discrimination power.

Because it extracts information from the visual structure in an image, it is particularly
applicable to classification of synthetic aperture radar data, where only impoverished noisy,
grey-scale information is available and where color based techniques will fail.
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Preliminary experiments indicate that this approach may have sufficient discrimination
power to provide the basis of a target detection system. Further analysis, including experi-
ments on larger data sets, and on data which includes images with target vehicles and clutter
in close proximity, are required to further refine the system and obtain a better estimate of
its overall potential.

69



Chapter 4

Textures-of-Textures:
Toward robust Image Database
Retrieval

In this section a new algorithm is presented which approximates the perceived visual sim-
ilarity between images. The images are initially transformed into a feature space which
captures visual structure, texture and color using a tree of filter networks. Similarity is then
measured as the distance in thisperceptual feature space. Using this algorithm we have
constructed an image database system, dubbed by some as “Rosetta,” [18] because of its
ability to (approximately) “translate” between the raw image representation in pixel space
into perceptual space in which direct linear discrimination techniques can be applied [20, 1]

4.1 Textures of textures overview

The Rosetta system performs example based retrieval on large image databases. A typical
query consists of a small set of images which are representative of a broader class (e.g. im-
ages of automobiles or images of city skylines). From the example images a characteristic
signature in feature space is computed and is compared to the features of each image in the
database. The closest database images are returned.

Performance in this area is notoriously difficult to quantify. We have acquired a set
of 2900 images which have been divided into 29 classes based on visual and semantic
similarity. In the first set of experiments we use a small set of randomly selected images
from each class as a query and measure the reliability with which we can return other
images from that class and reject images from other classes.

In a second set of experiments we generated special sets of target images. These target
sets contained images of canonical scene which which differed from one another along a
single visual dimension. The set contained images generated from a single image which
had been altered to varying degrees with an image manipulation function; or contained
different images which have been taken with progressive variation of some physical condi-
tion. Retrieval rates of the present system are compared to several other techniques which
are the basis of many other image retrieval systems [53, 74, 36, 21].
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4.2 Expanding the representational power of the flexible
histogram model

Though the flexible histogram model of Chapter 3 has the ability to differentiate between
different textures, the the distinct curves in Figure 3-2 and Figure 3-3 gives strong indica-
tion that textures and natural images have very different parent structure distributions. The
flexible histogram model is based on the fundamental assumption that the target images
contain a spatially homogeneous texture distribution. For natural images this assumption
does not hold.

Furthermore, the “comparing apples and oranges” effect described in section 3.9.1,
indicates that if the images in the target set are somewhat dissimilar from the query images,
the flexible histogram will be unable to compute an accurate rank even if they are more
similar to the query images than the clutter images.

A comparison of the performance of the flexible histogram model to the textures-of-
textures model can be found in section 5.3. The poor results of the flexible histogram
model in these experiments are a result of this.

To improve the representational power of this model, one could consider adding addi-
tional features. Without carefully determined thresholds however, the effect of this would
be tonarrow the space of images which are similar to the given model. This effect is seen
directly when the texture synthesis procedure is performed with added features (with arbi-
trary thresholds): almost all the candidate sets contain only a single location, and simple
tiling results.

The flexible histogram model differs from previous models (e.g. [4, 5, 33, 6, 12]) in its
explicit measurement of the joint occurrence of feature responses across multiple resolu-
tions. By requiring that each element of the parent structures jointly satisfy the condition
in equation (3.4) the model achieves its discriminative power.

By increasing the number of constraints described by joint occurrence of features, we
can potentially increase the range of visual structures to which the model is sensitive.

An additional problem with the flexible histogram model is that the representation
changes from query to query. This is precisely what makes the model “flexible.” However,
because of this, the computations must be done at query time, excluding the possibility of
developing an off-line preprocessing stage to reduce the required online computations. In
a large scale image database application performing the flexible histogram computation for
every image is prohibitive. Currently, a single query of the 2900 image database takes on
the order of half an hour.

In the following sections we describe a model which subsumes many of the joint occur-
rence constraints exploited by the flexible histogram model. Using an architecture which
measures “textures of textures,” this new model measures the joint occurrence of features
at the same location (as does the flexible histogram model) as well as the joint occurrence
of features in neighboring regions. By computing a fixed set of features which are indepen-
dent of the particular query being performed, this system will allow us to move most of the
required computations into an off-line precomputation stage.
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4.3 Image database retrieval

Without supplementary information, there exists no way to directly measure the similarity
between the content of images. In general, one cannot answer a question of the form:
”is image A more like image B or image C?” without specification in some form of what
criteria are to be used to make such a comparison. People perform such tasks by inferring
a criterion, based on their visual experience or by complex reasoning about the situations
depicted in the images, to use as a measure of similarity between the images. Though
they can perform searches for complex or loosely defined images – for example, images
depicting “pride” – people typically must examine all, or a large portion, of the database. As
the prevalence and size of multimedia databases increases, however, automated techniques
will become critical in the successful retrieval of relevant information. Such techniques
must be able to measure the similarity between the visual content of natural images.

A digitized image can be interpreted as a single very high dimensional point in pixel
space. From this point of view, it is not unreasonable to consider the distance between
images in pixel space as a measure of the visual similarity between images. Clearly if two
images are very near in pixel space they look similar. Unfortunately images which are far
apart in pixel space are often very similar in visual content. What is needed is some sort of
“Rosetta stone” which can translate images into another representation which would allow
us to interpret and compare them based on their content and visual structure.

Many algorithms have been proposed for image database retrieval. For the most part
these techniques compute a feature vector from an image which is made up of a handful
of image measurements. Visual or semantic distance is then equated with feature distance.
Examples include color histograms, texture histograms, shape boundary descriptors, eigen-
images, and hybrid schemes [53, 46, 74, 34, 49, 50, 59].

A query to such a hybrid system typically consists of specifying two types of parame-
ters: the target values of each of the measurements, usually by submitting a query image;
and a set of weights, which determine the relative importance of deviations from the target
in each measurement dimension.

To deal with the infinity of possible queries a user could want to make of a non-
homogeneous image database, these techniques typically rely on a small set of general
features which which capture some non-specific properties of images. To allow the user
to set the relative importance of each of these properties, they are typically restricted to
those characteristics perceived by humans as salient. As a result of their generality how-
ever, many images which are actually very different in content, generate the same feature
responses and cannot be discriminated. For example features based on color histograms
would easily confuse a photo of white paper with a photo taken outdoors in the snow.

For illustration, the features, descriptions and accompanying instructions used by the
by QBIC and Virage search engines are shown in Tables 4.1 and 4.2. These two sys-
tems, though not the most sophisticated, are currently the most commercially viable image
retrieval systems. From these descriptions it is clear that the techniques they use for mea-
suring similarity are based on global and localized color histograms, and simple texture
measures. What is also interesting to note, is that the query process is expected to be iter-
ative, as the user varies the relative weights of each technique to try to retrieve the images
in which they are interested.
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Color Percentages This method finds images that have similar color amounts to what you specify. Exam-
ple: If you click on a beach scene with blues and whites, images with approximately
the same amounts of the same blues and whites will be returned.

Color Layout If you click on an image, other images with similar colors in the similar locations
will be retrieved. The location of the color DOES matter in this search.

Texture If you click on an image, other images with similar textures will be retrieved. In the
current version of QBIC, texture is computed by measuring the coarseness, contrast,
and presence/absence of directionality of each image.

Table 4.1: The features used by the QBIC search engine. Source: Fine Arts Museums of
San Francisco (http://206.14.230.208/cgi-bin/QbicStable)

In marked contrast to this generality, another very different approach has been taken
in the related problem of image classification. In typical classification tasks, such as char-
acter recognition (e.g. [14]) or face recognition (e.g. [51]) the goal is to develop a fully
automatic technique which can precisely classify images from very small domain. To ac-
complish this, various networking schemes are used to derive an extremely sensitive set
of features which are fine-tuned to make precise discriminations between different visual
structures. The detectors which result after, fine-tuning with training sets containing hun-
dreds to several thousands of examples, for features which do not correspond to notions of
visual saliency perceived by human observers. They do however, pick out those features
which are best for discriminating between images in the input domain. For example spe-
cialized detectors arise to distinguish between a ’1’ and ’7’ [14, 56]. In this way these tech-
niques employ a large set of very specialized feature detectors to achieve the accuracy and
precision required to discriminate between visually similar image classes. However, the
specificity of these features eliminate their usefulness in the more general task of querying
over non-homogeneous databases. A ’1’ versus ’7’ discriminator, though useful for digit
discrimination, has little value when attempting to find pictures of cars, for example.

In this work we attempt to synthesize these two concepts. To achieve the specificity
of the classification techniques, features that are highly specialized must be measured; as
using very specific features increases the chance that there exists subset of these features are
present mostly in the target image class. To simultaneously achieve the robustness required
of generalized image database, it must be insured that the set of features is large enough;
as it must incorporate all the characteristics of an image that could potentially be a needed
criterion for satisfying a query;

This approach is designed to take an image, which in pixel space lies close to many
images - only some of which are of the same class - and transform it into a higher dimen-
sional space, so that in this new space, images which are not visually similar lie far apart
from one another. Once done, the tasks of finding discriminators between image classes,
and of measuring visual similarity, becomes far simpler.

To generate a large set of features which can capture the critical visual characteristics
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Color Virage’s VIR Image Engine evaluates the hue, saturation, and tint of an image to
determine a generalized color value. It evaluates both dominant color and color vari-
ation. Setting Color high generally yields the most expected results. Note, however,
that a grayscale image and a color image from the same source might be more closely
ranked with a low Color setting.

Composition Virage’s VIR Image Engine evaluates the relative locations of colored areas in an
image to determine an overall composition value. Setting Composition high yields
results in which images with the same colors, the same amounts of colors, and colors
in the same relative areas are ranked together. Since composition often keys more off
of how a picture is framed than off of the subject of the picture, you might want to
start your query with a low to medium Composition value and gradually increase it
to hone in on the image you want.

Texture Virage’s VIR Image Engine evaluates pattern variations within narrow sample re-
gions to determine a texture value. It evaluates granularity, roughness, repetitiveness,
and so on. Pictures with strong textural attributes – a sandstone background for ex-
ample – tend to be hard to catalog with keywords. A visual search is the best way to
locate images of these types. For best results, set Texture high when your query im-
age is a rough or grainy background image and low if your query image has a central
subject in sharp focus or can be classified as animation or clip-art.

Structure Virage’s VIR Image Engine evaluates the boundary characteristics of distinct shapes
to determine a structure value. It evaluates information from both organic (photo-
graphic) and vector sources (animation and clip art) and can extrapolate shapes par-
tially obscured. Polka dots, for example, have a strong structural element. For best
results, set Structure high when the objects in your query image have clearly defined
edges and low if your query image contains fuzzy shapes that gradually blend from
one to another.

Table 4.2: The features used by Virage’s VIR search engine. Source: Virage Technology
Demo (http://www.virage.com/online/help.htm)
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for any query, we pay attention both to local texture and global structure. Further, we
hypothesize that there is in fact no clear distinction between them: that they are simply
two ends of a continuum. Our algorithm represents images at many levels of resolution:
measuring color, edge orientation, and other local properties at each resolution. The visual
properties captured by these local operations changes at different scales. A horizontal color
edge at a high resolution might be related to the leaves of a tree, while a horizontal color
edge at a much lower resolution might be caused by a blue sky above a green field. This
sort of multi-scale feature analysis is of critical importance. It has been used successfully
in the context of object recognition [55, 73].

Our system differs from others because it detects not only first order relationships, such
as the edges described above, but also measures how these first order relationships are
related to one another. Thus, by finding spatial relationships between image regions with
particular local structural organization, more complex – and therefore more discriminating
– features can be extracted. Some research efforts have attempted to model a few of these
structural organizations explicitly [39]. The Rosetta system does this by building textures
of textures. For example, at the highest level of resolution, vertical edge detectors will
respond both to skyscrapers and picket fences. At this resolution the two images are not
distinguished by the presence of vertical texture. If we examine the spatial organization
of the vertical texture we find that picket fences yield horizontal bars of vertical energy. It
is the non-linear conjunction of texture and spatial organization that allows our system to
distinguish a variety of complex images.

There are tens of potentially useful color and texture features which occur in local re-
gions of natural images. There are hundreds of conjunctive features that can be formed
by computing a feature at one resolution and then measuring its structural organization at
another. This analysis can be repeated many times: in effect yielding measures of higher
order textural organization. There are literally thousands of these multiply conjoined fea-
tures. Taken together such a representation is called thecharacteristic signatureof an
image.

No human utilizing such a system can be expected to determine desired values or
weights for so many conjunctive features. Instead, a user retrieves images from the Rosetta
system by presenting a set of query images. The system computes the desired feature val-
ues and weights from this set. Thus, this paradigm can be described as “query by image
example.” Variations in the feature vectors of the query images are used to determine the
relative importance of each image feature in the query. Those features which have consis-
tent values across all the query images receive the largest weights. Weighting in this way
causes those features which are consistent within a class to be most important in determin-
ing class membership. For example, in one query chromatic-content may be the primary
measure, while in another, spatial-arrangement may be dominant.

This system is diagramed in Figure 4-1. Images from from some source are used to
generate a database and to choose set of query images, which are indicative of the target
images desired. Currently we have performed retrieval over databases and query sets from
the top four sources (indicated in red.)

For each query image, a characteristic signature is computed. Statistics over the signa-
tures are computed, and from them a target location and normalization factor in signature
space is extracted. The distance of the characteristic signature of each image in the database
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Figure 4-1: A schematic of the image database system presented here.

to this target location (scaled by the normalization factor) is then measured. This measure
is then used to rank the images in the database.

4.4 Computing the Characteristic Signature

The textures-of-textures measurements used by the Rosetta system are based on the outputs
of a tree of non-linear filter-networks. Each path through the tree creates a particular filter
network, which responds to certain structural organization in the image. Measuring the
appropriately weighted difference between the signatures of images in the database and
the set of query-images, produces a similarity measure which can be used to rank and sort
the images in the database. A schematic of this tree of networks is given in Figure 4-2, the
leaves of this tree form acharacteristic signaturefor an image. Measuring the appropriately
weighted difference between the signatures of images in the database and the set of query-
images, produces a similarity measure which is used to rank and sort the images in the
database.

The computation of the characteristic signature is straightforward. At the highest level
of resolution the image is convolved with a set of local linear features. In the experiments
in this chapter there are 25 local features including oriented edges and bars. The results
of these convolutions are 25 feature response images. These images are then rectified by
squaring, which extracts thetexture energyin the image, and then downsampled by a factor
of two. Thus at each level of the tree a 25-way branching occurs, as shown in Figure 4-3.
Along each branch the presence of particular visual structure is measured.

76



Figure 4-2: A tree of filter-networks is used to compute the characteristic signature for an
image
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Figure 4-3: Thus at each level of the filter-network tree a 25-way branching occurs, identi-
fying the presence of particular visual structure.

78



Figure 4-4: A single branch down this tree consists of three levels of convolution, rectifi-
cation and downsampling, followed by summation.

After a single level the output images consist of texture energy in the image, for example
one branch would be sensitive to vertical edges, and would respond to both skyscrapers and
picket fences.

This convolution, rectification and downsampling is then repeated on each of these
25 half resolution images producing 525 quarter scale textures-of-textures energy images.
With the application of a second layer, the network becomes more specific. When applied to
the output of the first layer, the convolution and rectification operation responds to regions
where the texture specified in the first layer has some spatial arrangement. For example if
the second convolution were sensitive to horizontal bars, the network would be sensitive to
horizontal arrangements of short vertical lines, and the network would no longer respond
well to the skyscrapers, but would to the fences.

With additional layers additional specificity is achieved; and repeating this procedure a
third time yields 15,625 meta-texture feature images at eighth scale.

The aggregate values in each of these images provides one element in the characteristic
signature.

A single branch down this tree consists of three levels of convolution, rectification and
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downsampling followed by summation, and is depicted by Figure 4-4. This process is
done independently for each color channel in the input image, creating a signature which
contains 46,875 such measurements.

More formally the characteristic signature of an image is given by:

Si;j;k;c(I) =
X
pixels

E 00
i;j;k(Ic) (4.1)

whereI is the image,i, j andk index over the different types of linear filters, andIc are
the different color channels of the image. The definition ofE is:
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whereFi is theith filter and2#(�) is the downsampling operation.

4.5 Feature computation

At each resolution in the characteristic signature computation, one of25 filters are applied.
The filtered image is then rectified and down sampled and passed on to the next level of the
computation.

Informal observations indicate that the exact form the filters used is not critical in the
qualitative performance of the system. For completeness, however, the filters used are
described here.

Each of the 25 filters are separable into a horizontal convolution, followed by a vertical
convolution. Using the cross application of five horizontal and five vertical filters generates
the entire set of 25 filters. The kernels of the five horizontal filters used are:
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The kernels used for the five vertical filters are the transpose of the corresponding hor-
izontal kernel, i.e.vi = hTi .
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Thus the 25 filters used are described by:

F5�i+j (I) = vi 
 hj 
 I i; j 2 [0; 4] (4.10)

Horizontal (vertical) kernelh0 (v0) is a discrete Gaussian approximation; kernelh1 is
most sensitive to horizontal edges;h2 most sensitive to horizontal bars; kernelsh3 andh4
are sensitive to diagonal bars at45 and135 degrees.
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Figure 4-5: Because the 25 convolution kernels were chosen to be separable,each can more
efficiently computed by two-half level convolutions

4.5.1 Computational feasibility of characteristic signatures

Computing all the networks independently requires on the order of 600 billion operations
per 256x256 image. which clearly unacceptable for use with a several thousand image
database.

However, the computation of such a signature becomes feasible when we note that:

Ei;j;k (I) = Ei;�;� (I) 8�; � 2 K (4.11)

and
E 0
i;j;k (I) = Ei;j;� (I) 8� 2 K (4.12)

Which allows for the reuse of intermediate calculations. Geometrically, this corre-
sponds to viewing the complete set of filter-networks as a tree, as depicted in Figure 4-2.
By making use of the intermediate computations at each level, the number of computations
is reduced to 11 billion per image,

Because the 25 convolution kernels were chosen to be separable, into one of 5 vertical
convolutions followed by one of 5 horizontal convolutions, each can more efficiently com-
puted by two-half level convolutions as shown in Figure 4-5. This changes the “big O” cost
of each convolution fromO (K2) toO (2K), whereK is the kernel size. In the present case
we use small kernels (K = 5) and as a result only obtain a2:5� speedup. However, we can
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Figure 4-6: Because the characteristic signature for an image is independent of the query
images, once computed the characteristic signatures can be cached and used for multiple
queries

use the same trick as we did before, and reuse the intermediate results of each half-level
convolution.

By exploiting the hierarchical construction of these measurements, the the number of
computations required to the characteristic signature for a128 � 128 thumbnail image is
around 1.1 billion. On a current PC, can be done in the order of tens of seconds, making it
a feasible computation to perform once for every image in a database.

Because the characteristic signature for an image is independent of the query images,
once computed the characteristic signatures can be cached and used for multiple queries,
as shown in Figure 4-6. This ability is a distinct advantage over the flexible histogram
model discussed in Chapter 3, which requires that all computations be done at query time.
In the current model, the bulk of the computation can be done off-line, leaving only a
simple distance calculation to perform at query time. In the Rosetta implementation, such
a cache is used. By quantizing the characteristic signatures to two bytes per entry the entire
database can be stored in memory (requiring about 300 megabytes.)
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4.6 Features captured by the characteristic signature

The effect of repeated application of the filters described in the the proceeding section is to
generate a (very large) set of of feature detectors.

The “fence” and “skyscraper” detectors described above are not statistically indepen-
dent, i.e. neither horizontally arranged vertical edges, nor vertically arranged vertical edges,
can occur without the presence of vertical edges. However, the relationship between the
responses of the two detectors is complex and non-linear. By measuring each explicitly, we
generate feature detectors whose responses arelinearly independent, and whose individual
contributions are important when using a linear discriminant to compare the characteristic
signatures of two images.

The overall effect then of the characteristic signature method is to greatly increase the
dimensionality of the problem; as46; 625 elements in the characteristic signature is far
larger than the120�80�3 dimensions in the original pixel space of the images used in our
database. However, in the characteristic signature space many of the complex non-linear
interactions between pixels, which are critical in determining the visual characteristics of
the image, are made explicit, by transforming them into different dimensions. The intended
effect of this is to transform different clusters of images which may fall near of one another
in pixel space, far apart in the characteristic signature space. Using linear discrimination
methods in this new space, can take advantage of the responses ofanyof the dimensions of
the characteristic signature, which make explicit the non-linear relationships in the pixels
of the image.

This concept of dimensionalityincreasingis not new, and has been considered in other
domains, [58, 62, 56, 57], it is also an implicit assumption in neural network architectures
which contain more hidden layers than inputs ([14, 56, 57], for example.)

4.7 Subsumption of the flexible histogram representation

The flexible histogram model presented in Chapter 3 obtains its discriminative power by
measuring the joint occurrence of feature responses at multiple resolutions. The current
textures-of-textures model subsumes many of the same constraints.

The parent structure used to establish flexible histogram bins is described by equa-
tion (2.8) which can be written in an equivalent form using the filters in the textures-of-
textures networks:

84



S (x; y) =

2
6666666666666666666666666666666664

F12 [I (x; y)] ;

F1 [I (x; y)] ;

F5 [I (x; y)] ;

F2 [I (x; y)] ;

F10 [I (x; y)] ;

F12 f# F0 [I (x; y)]g ;

F1 f# F0 [I (x; y)]g ;

F5 f# F0 [I (x; y)]g ;

F2 f# F0 [I (x; y)]g ;

F10 f# F0 [I (x; y)]g ;

F12 (# F0 f# F0 [I (x; y)]g) ;

F1 (# F0 f# F0 [I (x; y)]g) ;

F5 (# F0 f# F0 [I (x; y)]g) ;
F2 (# F0 f# F0 [I (x; y)]g) ;

F10 (# F0 f# F0 [I (x; y)]g) ;
...

3
7777777777777777777777777777777775

(4.13)

WhereF0 (�) is the Gaussian convolution operation which when followed with the sub-
sampling operation# (�), as is done in the computation of the characteristic signatures, is
equivalent to the downsampling operation2#(�).

A subset of the characteristic signature contains feature responses of the form:
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Which extracts features similar to the top three resolutions in equation (4.13), except
for the non-linear squaring operation which is applied after each level. The rectification
provided by squaring extracts energy, and is necessary to prevent neighboring regions of the
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Figure 4-7: Normalization using inverse variance of that element across the query-image
group allows elements which are salient within the group of query-images contribute more
to the overall similarity measure.

same edge from “destructively interfering” with one another during the aggregation stage.
By aggregating the responses of each filter, some of the specialization of the individual
flexible histogram bins is lost, as only the mean value of each feature is retained; however,
the memory required to keep the full feature response images is prohibitive.

4.8 Using Characteristic Signatures To Form Image Queries

In our image query paradigm, we describe similarity in terms of the difference between a
database-image and a group of example query-images. This is done by comparing the char-
acteristic signature of each image in the database to the mean signature of the query-images.
The relative importance of each element of the characteristic signature in determining sim-
ilarity is proportional to the inverse variance of that element across the example-image
group. This is a diagonal approximation to the Mahalanobis distance [20]. The full Maha-
lanobis distance cannot be used because it requires the computation of46; 6252 numbers,
which is beyond the memory limitations of the computers currently available. Using the di-
agonal approximation to the Mahalanobis distance has the effect of normalizing the vector-
space defined by the characteristic signatures (independently along each of its dimensions),
so that characteristic elements which are salient within the group of example-images con-
tribute more to the overall similarity of an image. The effect of this normalization is shown
in a two dimensional space in Figure 4-7. Notice scaling occurs only along a cardinal axis;
using the full Mahalanobis distance would allow scaling along a diagonal.

The similarity between an image and the group of query-images is the negative of the
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Sunsets and Sunrises Mountains of America WW II Planes
Christmas CelebrationCoasts Wild Animals
Sailboats Birds Trees and Leaves
Air Shows Patterns Underwater Reefs
Flowers The Arctic China and Tibet
Rural Africa Ireland Western Canada
Arizona Desert Spirit of Buddha Auto Racing
Bridges People Churches
Food Lakes and Rivers Waterfalls
Fields Exotic Cars

Table 4.3: The classification labels of the 29 Corel photo CD’s which comprise the image
database.

sum squared difference between the average query-image signature and the database-image
signature weighted by the variance of across the query-image signatures:

L = �
X
i

X
j

X
k

X
c

h
Si;j;k;c(Iq)� Si;j;k;c(Itest)

i2
V ar [Si;j;k;c(Iq)]

(4.15)

Given that we only have a few examples of images in the target class, we expect our
estimation of the variances on each dimension to be somewhat inaccurate andunstable, as
we are trying to approximate the variance over46; 625 number with only 3 to 5 examples of
each. Clearly, with more example images, we can obtain a better estimate of both the vari-
ances and means of the target region in characteristic signature space. However, in practice
normalization improves similarity measurements, even with just a few query images.

4.9 Experiments

An image database query system must retrieve images which are similar to those for which
the user is searching. Because the concept ofsimilarity in the goal above is not well defined
it is difficult to quantify query results.

We used a database of 2900 images from 29 Corel Photo CD (collections 1000-2900.)
Each CD contains 100 images which have been categorized by theme. Examples of these
themes include “Sunsets & Sunrises,” and “Mountains of America,” as well as less spe-
cific collections such as “Spirit of Buddha,” or “Christmas Collection,” and classes which
contain images which are very similar, i.e. “Exotic Cars,” and “Auto Racing.” Each image
has been placed exclusively into one category, however, some could reasonably belong in
multiple categories. For example, consider categorizing an image depicting a sunrise over
the Rockies, or a 1967 Porsche. A complete list of the 29 CD titles are found in Table 4.3.
Because of this lack of mutual exclusion between true category membership, we would
not expect any image query system – or human – to exactly select the same images for a
category as did the original classifier.

Figures 4-8 through 4-11 show the results of typical user queries on this system. The
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Figure 4-8: TOP: A sample query intended to return images of cars. BOTTOM: The top 30
responses found by the Rosetta system.

top windows in each Figure contain the query-images submitted by the user. The bottom
windows show the thirty images found to be most similar; similarity decreases from upper
left (most similar) to lower right. Though these examples provide an anecdotal indication
that the system is generating similarity measures which roughly conform to human percep-
tion, it is difficult to ascertain from them a quantitative evaluation of the system. To better
measure the performance of the system two experiments on this database were performed.
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Figure 4-9: TOP: A sample query intended to return images of cars. BOTTOM: The top 30
responses found by the Rosetta system.
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Figure 4-10: TOP: A sample query intended to return images of cars. BOTTOM: The top
30 responses found by the Rosetta system.
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Figure 4-11: TOP: A sample query intended to return images of cars. BOTTOM: The top
30 responses found by the Rosetta system.91
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Figure 4-12: The ROC curve for two queries.

4.10 Experiment 1

The images in each collection were selected because they were determined by a human
observer to be representative examples of the theme of the collection. Therefore it is rea-
sonable to take a few images from a category and to hope to use them to retrieve other
images from that category. The ranking of the true images in that category provide a mea-
sure of success.

The results of two queries are shown in the receiver operating characteristics curve in
Figure 4-12.

For each query four images were randomly chosen from a single image collection. The
similarity was then measured between this query set and all the images in the database. The
number of images from the target collection is plotted against the number of other images
as a function of image similarity.

The top (grey) curve was generated by a query for images from the “Sunsets & Sun-
rises” collection, which contains images which all share common visual characteristics.
Two of the images from this collection are shown in Figure 4-13a. Though there is sig-
nificant chromatic variation between the various images in this group they all share very
similar structural characteristics.

The middle (black) curve in Figure 4-12, shows a query from the “Christmas collec-
tion,” whose images contain far more visual variety. Two typical images from this col-
lection are shown in Figure 4-13b. Because of this increased variety one would anticipate
poorer performance for such a query. However, performance is still significantly better than
chance, which is indicated by the diagonal dashed line. This is due to the fact that though
there is significant variety, many of the images do still contain similar structures.
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Figure 4-13: Example images from two categories in the database.

4.11 Image Classification

A second measure of the Rosetta system’s performance is obtained by measuring how well
the system can discriminate between two classes given a few examples from each.

Using examples from only the “Sunsets & Sunrises” collection, and attempting to clas-
sify images from both that collection and from the “Christmas Collection” the black curve
in Figure 4-14 is obtained. On this plot, the number of correctly classified images (num-
ber of detections) is plotted against the number incorrectly classified (false-alarms.) From
this curve we can see, for example, that if searching for “Sunsets & Sunrises”, about of 32
out of the top 50 responses would be correctly classified yielding an accuracy of only 64
percent. Chance, represented by the dashed line is 50 percent. If however, we present the
system with examples of each collection, the grey curve in Figure 4-14 is obtained. On this
curve 43 out of the top 50 are correctly classified, yielding 86 percent accuracy. Because
of the large variation within the image collections, as discussed above, performance drops
off steadily as we consider retrieving successively larger portions of the target collection.

Figure 4-14 suggests that not only can iterative query refinement be applied to the cur-
rent model, by indicating which of the retrieved images are positive examples, but also that
we can build models of negative examples and use this classification paradigm to improve
performance. The Rosetta system with the proposed extension of positive and negative it-
erative refinement is depicted in Figure 4-15, however this this extension has not yet been
added to the current system.

4.12 Discussion

We have presented a technique for approximating perceived visual similarity, by measur-
ing the structural content similarity between images. We have developed a system called
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Figure 4-14: Using examples from multiple classes (grey curve) improves performance
over examples from just one class (black curve.)

Rosetta which transforms images into a very high dimensional “characteristic signature”
space which captures the visual structure in the image. Using this representation, the
present system directly compares database-images to a set of query-images.

A word wide web version of this system has been created:
http://www.ai.mit.edu/ �jsd/Research/ImageDatabase/Demo
Experiments indicate that the present system can retrieve images which share visual

characteristics with the query-images, from a large non-homogeneous database. Because
the characteristic signature space incorporates structural information, it can perform queries
where simpler methods, such as color histogramming fail. Though the results of queries
using the Rosetta system are encouraging, they are not perfect – as evidenced by the false
alarms in Figures 4-8 through 4-11 – we believe that with additional research its perfor-
mance will improve.

In experiment 2 we demonstrated retrieval performance can be improved by modeling
distracting images as a separate class. This suggests a that not only can iterative rein-
forcement be applied to the current model by indicating which of the retrieved images are
positive examples, but also that we can build models of negative examples and use this
classification paradigm to improve performance.

Using this image representation we would like to build associations between words, or
phrases and collections of images. Given groups of images which have all been labeled with
the same phrase, the average characteristic signature (and variance normalization vector)
can be computed, and associated with that label. Queries could then be performed using
these combinations of these labels, by recalling and combining the associated statistics.
Such an extension to this system is diagramed in Figure 4-16; however, establishing groups
of images which are indicative of the visual representation of a large set query phrases is
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Figure 4-15: Iterative refinement can be applied to the current model by indicating which
of the retrieved images are positive examples, or negative examples
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Figure 4-16: In future work we will build associations between words, or phrases and the
mean characteristic signature and normalization factors for collections of images.
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a formidable task. Ideally such associations could be learned from word and image co-
occurrence in multimedia documents, such as sites on the world wide web.
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Chapter 5

Retrieval Performance Evaluation
Experiments

To a measure the performance of the textures-of-textures image database system a series
of experiments was done. In each experiment, we searched for a set of target images
given two examples from that set. We compare the performance of the present system to
ten other techniques. Though these techniques are not as sophisticated as those used in
systems developed by other researchers, they are indicative of the types of methods upon
which they are based.

It is difficult to fully characterize the performance of the image retrieval technique. This
is a fundamental problem of the domain. Images vary from each other in an astronomical
number of ways, and similarity is perceived by human observers based upon complex inter-
actions between recognition, cognition, and assumption. It seems unlikely that an absolute
criterion for image similarity can ever be determined, or if one truly exists. However, if we
can establish sets of images which we believe are visually similar, we can establish a basis
for comparing algorithms.

In each experiment we measure the retrieval rates for a set of ten target images which
we believe to be visually similar because they consist of images of a single scene, and differ
because of single type of variation. There are two classes of variations which we examine.
In the first class, a set of images is generated from a single image which has been altered to
varying degrees by one of several image manipulation routines. The second class of image
set consists of images of the same subject taken under a variety of physical variations. The
base image for all of these variations is shown in Figure 5-1.

In each experiment we perform 45 database queries are made using every possible pair
of images from the target set as query images. Retrieval performance is measured using
ROC curves which are averaged across all queries. Each query is performed on the entire
2900 Corel image set used in Chapter 4 plus the images in the target set. Since each target
set contains different manipulations of the same base image, obviously only one target set
is included at a time.

In each query we compare retrieval rates for the following techniques:

1. ToT-25ˆ3 The current textures-of-textures system using 25 filters at each of 3 levels
in each filter network.
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Figure 5-1: The base / canonical image used in generating target image sets

2. RGB-216CR,G,B color histograms using 216 bins by dividing each color dimension
6 parts. The target histogram is generated by combining the histograms from the two
model images.

3. RGB-512CR,G,B color histograms using 512 bins with a combined histogram model.
Histograms with different bin sizes are included to show the sensitivity of these tech-
niques on bin size.

4. HSV-512CH,S,V color histograms using 512 bins with a combined histogram model.
The hue, saturation and value (HSV) color space was designed to more accurately
capture the differences in colors perceived by human observers [22].

5. HSV-216CH,S,V color histograms using 216 bins with a combined histogram model.

6. RGB-216NNR,G,B color histograms using 216 bins, in which similarity is measured
by the minimum distance (nearest neighbor) between the test histogram and each of
the histograms for the two model images.

7. RGB-512NN R,G,B color histograms using 512 bins and a nearest neighbor mea-
sure.

8. HSV-512NNH,S,V color histograms using 512 bins and a nearest neighbor measure.

9. HSV-216NNH,S,V color histograms using 216 bins and a nearest neighbor measure.

10. COR-fullres Full resolution image correlation, in which similarity is measured by
the maximum correlation (nearest neighbor) to each of the model images separately.
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11. COR-fullres 4� downsampled image correlation, in which similarity is measured
by the maximum correlation (nearest neighbor) to of each of the4� downsampled
model images separately.

The details of the supplementary techniques are found in Appendix A

5.1 Image manipulation performance experiments

5.1.1 Performance Experiment: Brightness

In the first experiment we consider a target set of images constructed from a single image by
variation of its brightness. The 10 images in the target image set are shown in Figure 5-2.
Images increase in brightness from left to right and top to bottom. Clipping was used
to handle brightness shifts which would result in pixels outside of the displayable gamut.
Images in the data set were generated by varying each pixel with the following function:

I
 (x; y)r;g;b = max
n
min

h
I (x; y)r;g;b + 
; 255

i
; 0
o
xs (5.1)

To generate the target set,
 is varied from�50 to+50 by steps of10.
Receiver operating curves for each technique are shown in Figure 5-3. Percentage of

target images found is plotted as a function of number of clutter images misclassified as
target images. The number of clutter misclassifications is plotted on a log scale to empha-
size the performance region about which we typically care most in retrieval applications. In
typical applications the Neyman-Pearson criterion, which restricts the maximum number
of misclassifications, is very low.

On these plots, chance performance is indicated by the dotted curve from(P (0) ; P (0))
to (P (100) ; P (100)). Each cure is restricted, by construction, to be (not-strictly) mono-
tonically increasing. Perfect performance would be a curve which passes through(P (100) ; P (0))
and travels along the top of the graph to(P (100) ; P (100)). For further discussion of the
general nature ROC curves see section 3.7.1.

The best performance was achieved by the present textures-of-textures model, which
generated the top curve. For almost any number of retrieved images, the current model
returns the highest percentage of target images. The performance of each system under
some Neyman-Pearson criterion, which would state that we are only willing to consider
N falsely retrieved images before quitting, can be read off of the intersection of its ROC
curve with a vertical line atN . For typical large scale applicationsN tends to be small,
because human interaction is required to tease out false-positives. For example, with a
modest Neyman-Pearson criterion ofN = 50 false-positives, the current system retrieves
over90% of the target images.

As we expected the color histogram techniques were unable to handle the variation
caused by manipulation of the images’ brightness. With 512 bins, varying all the pixels by
more than32 in red, green, or blue, will guarantee that each pixel falls into a different his-
togram bin. Similarly changing red, green, and blue, by more than32 shifts the brightness
(or Value) of the pixel by more than32 moving it into a new H,S,V histogram bin. In each
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Figure 5-2: The 10 target images used to measure performance with respect to variations
in brightness
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Figure 5-3: ROC curves for retrieval performance of each technique measured with respect
to variations in brightness
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case a change of�
 = 10 will cause roughly one third of the pixels to shift into different
bins.

As a result the histograms generated by each of the images in the target set are very
different from one another.

However, because the frequency spectrum is of natural images is typically1=f 2, there
is much more energy in low spatial frequencies. As a result pixel color variations will most
often be low frequency, and will tend to vary smoothly. Neighboring pixels therefore, will
tend to vary slowly in brightness from a given pixel [15].

As a result, when the brightness is changed and some pixels move out of a particular
bin, some of its neighboring pixels are likely to replace them. Inasmuch as neighboring (in
brightness) histogram bins in the original image tend to be near the same levels, brightness-
modified images will generate similar histograms. With a Neyman-Pearson criterion of
at most50 false-positives, the HSV-512C histogram achieves63% retrieval of the target
images. At the same point, the RGB-512 histogram achieves only about52% retrieval of
the target images.

The color histograms with 216 bins (fRGB, HSVg-216fC, NNg) have larger bin sizes
(42 in each dimension). This makes them more stable with respect to the variation caused
by brightness shifting. However, the stability afforded by larger bins makes the histograms
less discriminating, and thus more likely to be confused with the histograms generated from
the clutter images. As a result their overall performance for each colorspace and model type
achieve levels of performance similar to that of the 512 bin histograms. With a Neyman-
Pearson criterion of at most50 false-positives, most of the HSV and RGB histograms drop
below20% retrieval of the target images.

Two color techniques, RGB-216NN and HSV-512C stand out however, and perform
better relative to the other methods, though also at levels well below the performance
textures-of-textures model. However, the separation of these two histogram techniques
from the others, is indicative of the sensitivity of such techniques to the specific bin choices.
In effect, a type ofbin aliasingoccurs, causing wildly different response levels in a few iso-
lated cases. The color distribution present in the canonical image seems to be near one of
the chaotic regions in both the RGB-216NN and HSV-512C techniques. In several of the
experiments below, their performance differs significantly from the other color histogram
techniques.

Texture measures which are only sensitive to relative values of neighboring pixels, are
almost completely unaffected by global (i.e. very low frequency) brightness shifts. Only
saturation caused by themax andmin terms in equation (5.1) cause variation in their re-
sponse. As a result, the representation used by the present system is roughly invariant to
changes in brightness, resulting in good retrieval performance.

Correlation based techniques are strongly affected, as a global brightness change of


causes aN �M (
2) increase in the level of the (L2) difference measure.

5.1.2 Performance Experiment: Contrast

In this experiment we use the same base image as in section 5.1.1 (shown in Figure 5-1)
and vary its contrast. In Figure 5-4 (a) the lowest contrast image is shown, in (b) the highest
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Figure 5-4: The 10 target images used to measure performance with respect to variations
in contrast
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Figure 5-5: ROC curves for retrieval performance of each technique measured with respect
to variations in contrast
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contrast. Images in the data set were generated by varying each pixel with the following
function:

I
 (x; y)r;g;b = max
�
min

nh
I (x; y)r;g;b � 127

i
� 
 + 127; 255

o
; 0
�

(5.2)

To generate the target set, we use
 2 f0:90; 0:91; : : : ; 0:910g. Receiver operating curves
for each technique are shown in Figure 5-5.

The current system achieved its worst performance in this experiment, achieving little
better than chance retrieval. This degradation in performance occurs because the first level
of each filter network is highly sensitive to the oriented and unoriented energy present in
the image. With a decrease in image contrast, each filter in the first level returns a weaker
response to the structure within the image. With a Neyman-Pearson criterion of at most50

false-positives, the ToT-25ˆ3 curve returns only about40% of the current images.
This shortcoming suggests several possible extensions to the model which could possi-

bly fix this vulnerability. An initial stage which performed some sort of contrast equaliza-
tion before computation of the characteristic signature could decrease this susceptibility;
however, it is not clear how such equalization would negatively affect the discriminative
power of the model.

An alternative solution could be to insert a thresholding non-linearity, such a sigmoid,
after each filtering operation. This technique is used by LeCunet al. [14], and has the
effect of roughly quantizing the response of each filter. After the application of a sigmoid,
the response images would be roughly binary and simply indicate the presence or absence
of an above threshold amount of oriented energy in the original. We anticipate that such
an extension would improve the performance of system in lower Neyman-Pearson crite-
rion measurements, and eventually catastrophically degrading when energy falls below the
sigmoidal threshold.

A third solution is to normalize the total response of the characteristic signature . This
would have the effect of forcing all the characteristic signatures to fall on the surface of
a sphere. When comparing normalized characteristic signatures , only their orientation
is significant. Because the characteristic signature generated for an image with reduced
contrast is shorter than the characteristic signature for the original, but has the same orien-
tation, normalizing their lengths will make them identical.1 We consider this extension in
Chapter 7.

For the 216 bin color histograms performance improves relative to its performance in
the brightness variation experiment (section 5.1.1.) as the color variations caused by manip-
ulation of contrast is less than that caused by brightness variation. Under this manipulation,
color shifts are small enough that many of the pixels fall into the same bins after contrast
manipulation. However, the shifts are sill large enough to cause the pixels to change bins in
the 512 bin histograms. Further, contrast variation tends to cause “clumping” of most pixels
into a smaller number of bins, thus decreasing the number of bins which can help uniquely
identify images in the target set. As a result, performance of the 512 bin histograms de-
grades. (This effect is occurring in the 216 bin histograms as well, but is counteracted by
the large performance boost they achieve due to the fact that the color shifts are smaller; as

1Except for roundoff error which introduces non-invertible effects.
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a result, the 216 histogram ROC curves show an overall performance increase.)
Because the shifts are smaller, the correlation based techniques also achieve better per-

formance relative to the brightness variation series. However, their performance is still little
better than chance.

5.1.3 Performance Experiment: Noise

In this experiment we use the same base image as in section 5.1.1 (Figure 5-1) and add
Gaussian white noise. Because adding noise of a particular variance can generate many
possible modified images, we generate three target sets, for different noise variances�.

The images in a set were generated by adding noise with variance� to each pixel,
separately to each RGB channel:

I� (x; y)r = I (x; y)
r
+ 255�r (5.3)

I� (x; y)g = I (x; y)g + 255�g (5.4)

I� (x; y)r = I (x; y)b + 255�b (5.5)

where�r, �g, and�b are independently chosen for each pixel from a normal distribution,
N (0; �).

We generated 3 sets for� = f0:25; 0:5; 0:75g, corresponding to average signal to
noise ratios of48:07,3:38,and0:94 [54]. These images are shown in shown in Figures 5-6
through 5-10. Corresponding receiver operating curves for retrieval of target set with added
noise of each variance shown in Figures 5-7 through 5-11.

With all three levels of noise, the characteristic signature representation used by the
textures-of-textures model is virtually unaffected, as evidenced by its achievement of per-
fect performance in each. From the exceptional performance of the downsampled correla-
tion technique (COR-lowres) we see that the conglomeration of neighboring values effec-
tively cancels out the effect of the Gaussian noise which is added independently to each
pixel.

In the ToT-25ˆ3 model, each filtering operation similarly combines information from
local neighborhoods of pixels. As a result the texture energies are largely unaffected. Fur-
ther, at each successive level increases the size of the neighborhood over which information
is integrated, further increasing its stability with respect to noise.

Under each successive amount of image degradation, performance decreases to varying
degrees for each color histogram technique. The catastrophic behavior seen in the ROC
curves for the color histogram retrieval methods is indicative of the sensitivity of these
models to the precise values of each pixel. With the addition of Gaussian noise, the images
in the target set are separated by fixed distances in histogram space. As a result queries
using any these disparate points in histogram space as a model result in ten quantized simi-
larity measurements (one for each image in the target set.) These ten levels are interleaved
with the similarity measures of the clutter images, resulting in the discrete steps taken in
the ROC curve.
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Figure 5-6: The 10 target images used to measure performance with respect to small vari-
ations due to noise (SNR = 48.07)
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Figure 5-7: ROC curves for retrieval performance of each technique measured with respect
to small variations due to noise (SNR = 48.07)
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Figure 5-8: The 10 target images used to measure performance with respect to larger vari-
ations due to noise (SNR = 3.38)
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Figure 5-9: ROC curves for retrieval performance of each technique measured with respect
to larger variations due to noise (SNR = 3.38)
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Figure 5-10: The 10 target images used to measure performance with respect to very large
variations due to noise (SNR = 0.94)
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Figure 5-11: ROC curves for retrieval performance of each technique measured with re-
spect to very large variations due to noise (SNR = 0.94)
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5.1.4 Performance Experiment: Rotation

In this experiment we consider the effect of image plane rotation on the performance of
each retrieval system. Each image in the set was generated by rotating the base image by
varying angles about its center:

I
 (x; y) = I

"
(x�Xcenter)� cos (
) +Xcenter � (y � Ycenter)� sin (
) + Ycenter;

(x�Xcenter)� sin (
) +Xcenter + (y � Ycenter)� cos (
) + Ycenter

#

(5.6)
We generated two target sets, one with small rotations over�=6 radians, with steps of

�=60; shown in Figure 5-12. In the second set we rotate by larger steps of2�=10, and a
full rotation is contained within the target set. This set is shown in Figure 5-14.

Receiver operating curves for retrieval of target images in the small rotation set are
shown in Figure 5-13. Because the rotational selectivity of the filters used in the genera-
tion of the characteristic signature is relatively low, the ToT-25ˆ3 model is able to achieve
virtually perfect performance. Each of the oriented half-filtersh1; h2; v1 andv2 have re-
sponses which are roughly proportional tocos

�
�
2
�
�

times its primary orientation of� = 0.
The oriented half-filtersh4; h5; v4 andv5 have responses which are roughly proportional
to cos

�
�

6
�
�

times its primary orientation of� = 0. The non-oriented filtersh0 andv0 are
roughly invariant to rotations. As a result, combinations of these filters in the filter setF0

throughF25 are roughly unaffected for the small rotations of�=60 between images in the
target set. Furthermore, any features which are sensitive to rotation will have a very high
variance across any pair of images used as query images, and will therefore, have a lesser
effect in the characteristic signature comparison.

Because of these invariances the textures-of-textures model achieves almost perfect
performance. With a Neyman-Pearson criterion of at most50 false-positives, the textures-
of-textures technique retrieves100% of the target image in the�=6-rotation set, and about
92% over the2�-rotation set.

Because rotation does not affect the pixel values, the color histogram techniques per-
form reasonably well. Perfect performance is not achieved because the pixels at the edges
of the images move in and out of the frame as the image is rotated, and are replaced with
pixels which are only present in the full size image Figure 5-1. With at most50 false-
positives, the best of the color histogram techniques retrieves less70% of the target image
in the�=6-rotation set, and drops to about60% over the2�-rotation set. However, the RGB-
216NN and HSV-512C show significantly worse performance than the other techniques by
almost a factor of two.

Under small rotations, the correlation based techniques are reasonably stable because of
neighboring pixels in natural images tend to vary only slightly, as the frequency spectrum
is of natural images is typically1=f 2 [15]. Higher power in lower frequencies implies that
as image regions move further apart, they are increasing likely to be different. With larger
rotations, however, the image regions which are compared when correlation is performed
are further apart. As a result, performance of correlation techniques drops substantially, by
over40% in the low false-positives regime, when rotation is over2� radians.
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Figure 5-12: The 10 target images used to measure performance with respect to small
variations in rotation over 60 degrees
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Figure 5-13: ROC curves for retrieval performance of each technique measured with re-
spect to small variations in rotation over 60 degrees
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Figure 5-14: The 10 target images used to measure performance with respect to larger
variations in rotation over 360 degrees
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Figure 5-15: ROC curves for retrieval performance of each technique measured with re-
spect to larger variations in rotation over 360 degrees
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5.1.5 Performance Experiment: Translation

In this experiment we use the full image Figure 5-1 and extract from it a series of smaller
images taken at varying translation across the middle section:

I
 (x; y) = I (x+Xcenter �W=2 + 
; y + Ycenter �H=2) (5.7)

whereH = 80 andW = 120 are the width and height of the canonical image.
To generate the target set,
 was varied from�50 to+50 pixels by10. The target image

set is shown in Figure 5-16. The width of the canonical image is120 pixels, therefore there
is at least a20 pixel overlap between each of the images.

Receiver operating curves for each technique are shown in Figure 5-17. In the range
over which we are most concerned, i.e. under low Neyman-Pearson criteria, the textures-
of-textures technique outperforms the other methods. With at most50 false-positives,80%
of the target images are retrieved.

With a larger number of false-positives, between150 and900, several of the color-
based techniques retrieve a slightly larger percentage of the target images. This may be
due to the uniformity in color distribution across the middle section of the canonical image
(Figure 5-1) and although the image structures which move into the frame are very different
in structure, the chromatic distribution is very similar. Again we see that RGB-216NN and
HSV-512C performance is significantly below that of the other color histogram techniques
(by about30%).

Even with slight translations, correlation based techniques can be expected to fail.
Downsampling increases the robustness to this, but simultaneously decreases the discrimi-
nation power of the technique.

5.1.6 Performance Experiment: Zoom

Using the high resolution full size image in Figure 5-1 as a base, from which a set of images
at different zooms were generated using bilinear interpolation:
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Figure 5-16: The 10 target images used to measure performance with respect to variations
in translation
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Figure 5-17: ROC curves for retrieval performance of each technique measured with re-
spect to variations in translation
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Figure 5-18: The 10 target images used to measure performance with respect to variations
in zoom
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Figure 5-19: ROC curves for retrieval performance of each technique measured with re-
spect to variations in zoom
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I
 (x; y) =
1

Z

�q
[(x�Xcenter) 
 � bx�Xcenterc 
]

2
+ [(y � Ycenter) 
 � by � Ycenterc 
]

2
�
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 + Ycenterc]

+

�q
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 + bx�Xcenterc 
]

2
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]

2
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� I [b(x + 1�Xcenter) 
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+
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]
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� I [b(x + 1�Xcenter) 
 +Xcenterc ; b(y + 1� Ycenter) 
 + Ycenterc]

+

�q
[(x�Xcenter) 
 � bx�Xcenterc 
]

2 + [1� (y � Ycenter) 
 + by � Ycenterc 
]
2
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� I [b(x�Xcenter) 
 +Xcenterc ; b(y + 1� Ycenter) 
 + Ycenterc]
(5.8)

whereZ is a normalization factor equal to the sum of the weights on each of the four
boundary pixels.

In Figure 5-18 the target set is shown. To generate the target set,
 was varied over
f0:870; 0:871; : : : ; 0:879g. A geometric progression is used so that the relative zoom be-
tween two successive images in the target image set is constant.

The images in the target set are shown in Figure 5-18. Receiver operating curves for
each technique are shown in Figure 5-19.

In the low Neyman-Pearson criterion range (in which we are most concerned) the
textures-of-textures method greatly outperforms the other techniques. With at most50
false-positives,85% of the target images are retrieved.

With higher acceptable numbers of false-positives, between130 and600, several of
the color-based techniques retrieve a slightly larger percentage of the target images. This
occurs because although the the image structures which move into the frame at different
zoom levels are very different, their chromatic distribution is very similar. Again we see
the RGB-216NN and HSV-512C performance below that of the other color histogram tech-
niques (by between20 and30%).

When a small number of false positives are acceptable, all of the competing techniques
fall below the textures-of-textures model; and for very low false-positives, they fall below
by more than30%.

The filters used to generate the characteristic signature are roughly one-octave band
pass. With zoom factors of less than2� the features to which each filter responds will
still activate (or “excite”) the same paths in the filter-network tree detectors, though to a
degree which diminishes with increased zoom factors. As a result of of this stability the
performing the textures-of-textures method is able to achieve90% at a Neyman-Pearson
criterion of 50.
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Figure 5-20: The 10 target images used to measure performance with respect to variations
in occlusion
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Figure 5-21: ROC curves for retrieval performance of each technique measured with re-
spect to variations in occlusion
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5.1.7 Performance Experiment: Occlusion

In this experiment we occlude different regions of the canonical image. To prevent tech-
niques from identifying the target images by recognizing the occluded region, we occluded
circularly symmetric regions, centered at random locations, with patches of random texture
extracted from images in the MIT AI Learning & Vision Group texture database [31].

I
 (x; y) =

n
1� exp

h
(x�Xr)

2+(y�Yr)
2

402

io
I (x; y)

+
n
exp

h
(x�Xr)

2+(y�Yr)
2

402

io
Itexture (x; y)

(5.9)

Where(Xr; Yr) is a random point in the image, andItexture is an image from the texture
database.

The target image set is shown in Figure 5-20. From the appearance of these images, it
it evident that they all have very different global and local visual appearance. In fact the
variation is so large that it is arguable whether or not we consider them visually similar.

Receiver operating curves for each technique are shown in Figure 5-21. Because the vi-
sual structure of the target images is completely different, the present system was unable to
successfully retrieve a significant portion of the target images, and achieved a performance
which far below the other techniques.

However, except for the super-imposition of occluding textures, the images were not
perturbed in any way. Those regions which remained unoccluded were in perfect cor-
relation. Thus the correlation based techniques achieved the best performance on this
experiment. This indicates that though we may not consider robustness to this type of
manipulation critical, it is possible.

The aggregation of feature responses at the last stage of characteristic signature com-
putation makes the present method highly sensitive to the variations caused by occlusion.
To overcome this, one could consider directly correlating the energy images from the leaf
of each branch in the filter-network tree. However, storing all 46,875 images may be pro-
hibitively expensive. Isolation of a small set ofcritical featuresfor a given query and then
recalculation of the associated energy images for direct correlation, is a feasible solution,
and will be considered in future research. In the Chapter 6, we examine the performance
of a method which isolates such a set critical features and uses their responses to measure
similarity.

5.2 Physical manipulation performance experiments

In the next set of experiments, the target images were constructed by varying the physical
environment in which the pictures were taken. These experiments may be more indicative
of the performance of each technique in practice; as we expect similar images in a natural
image database to vary because of such physical variations.

5.2.1 Performance Experiment: Camera position

In this experiment, the camera position has been varied over a series of images in which
the objects have been undisturbed. The target images are shown in Figure 5-22. All images
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Figure 5-22: The 10 target images used to measure performance with respect to variations
in camera position
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Figure 5-23: ROC curves for retrieval performance of each technique measured with re-
spect to variations in camera position
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were taken from roughly 4 feet from the Buddha figurine which was placed at the center of
each image.

Pictures were taken at approximately(��=10; 0) ; (�2�=10; 0) ; (�3�=10; 0) ; (�4�=10; 0)

and(��=4; �=6) measured in azimuth and elevation from the canonical full frontal view
in Figure 5-1.

Receiver operating curves for each technique are shown in Figure 5-23. The best per-
formance was achieved by the textures-of-textures model, which generated the top curve.
For any number of retrieved images, the current model returned the highest percentage of
target images. At a Neyman-Pearson criterion of50, over95% of the images are retrieved,
while the best of the other techniques retrieve less than85%.

Correlation based techniques did not work well, as changes in camera position cause
large changes in every pixel value (in this case, especially pixels near the right and left
edges.)

Two color techniques, RGB-216NN and HSV-512C, perform surprisingly poorly rel-
ative to similar methods. This however, is indicative of the instability of histogram tech-
niques; in many cases variations in target images will cause only small shifts in generated
histograms, but periodically similar variations will cause catastrophic performance degra-
dation — due tochromatic aliasingwith respect to the histogram bins. The behavior of a
small change in input yielding a drastic change in output, known formally asinstability,
decreases the robustness and viability of any system which relies on histogram operations.

Techniques for combining multiple histograms with different bin granularities and for
histograms with overlapping bins, do exist and have been shown to improve robustness in
some cases [48, 16]

5.2.2 Performance Experiment: Light position

In this experiment, the position of the light source has been varied over a series of images in
which the objects have been undisturbed. We generated two light position variation series.

In the first series, “soft shadows” were generated. The shadows were made soft by to
factors: constant ambient light was present in addition to the moving spotlight; and the
spotlight was varied over a relatively narrow cone, with a radius of�=6 in both azimuth
and elevation centered around the focal axis along which the images were taken. The target
images are shown in Figure 5-24.

Receiver operating curves for each technique are shown in Figure 5-25. The best per-
formance was achieved by the textures-of-textures model, which generated the top curve.
For any number of retrieved images, the current model returned the highest percentage of
target images. At a Neyman-Pearson criterion of50, over98% of the images are retrieved,
while the best of the other techniques retrieve less than75%. Change in lighting posi-
tion systematically changes almost all of the pixel values, and as a result correlation based
techniques perform little better than chance.

The second series, consisted of a set of images containing “hard shadows.” The shad-
ows were made hard by reversing the two factors above: no ambient light was present;
and the spotlight varied almost� radians in azimuth. (Only variation in elevation was used
because the physical arrangement of the objects prevented either the placement of the spot-
light, or the casting of shadows with large variations in the angle of elevation.) The target
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Figure 5-24: The 10 target images used to measure performance with respect to small
variations in light position, which cause soft shadows
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Figure 5-25: ROC curves for retrieval performance of each technique measured with re-
spect to small variations in light position, which cause soft shadows
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Figure 5-26: The 10 target images used to measure performance with respect to larger
variations in light position, which cause hard shadows
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Figure 5-27: ROC curves for retrieval performance of each technique measured with re-
spect to larger variations in light position, which cause hard shadows
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images for this series are shown in Figure 5-26.
Receiver operating curves for each technique are shown in Figure 5-27.
Despite the fact that the images appear to be more different from one another in the hard

shadow data set than in the soft shadow set, the performance of every technique improves.
The best performance was still achieved by the textures-of-textures model, which at a

Neyman-Pearson criterion of50, retrieves over99% of the target images. The performances
of the all the other techniques improve by more than10%. Notably in the region below a
Neyman-Pearson criterion of30, the current model improves by5% to 97%, and five of
the color techniques (all, except for the RGB-216NN and HSV-512C) improve by roughly
30%.

At first it appears somewhat strange that performance shouldimprovewhile the dif-
ferences among the target imagesincreases. However, this effect can be explained by
examination of the clutter set of Corel images. Though these images are a sampling of
photographs of natural scenes, they are constrained sampling in that each picture was per-
ceived by a photographer to be esthetic in some way. As a result, a vast majority of the
images contain well balanced lighting, which causes smooth lighting variations across the
image, and tends to cause soft shadows. As a result, even though the target images are
closer to one another in the soft shadow case, they are also closer to more of the clutter
images, causing more clutter images to be confused with target image in the soft shadow
case than in the hard shadow case.

In both the hard and soft shadow cases, however, the textures-of-textures technique
performs markedly better than the competing techniques.

5.2.3 Performance Experiment: Object pose

In this experiment, both lighting and camera position were held constant in the arrangement
used in the canonical image. In each image in the target set, the objects were physically
rearranged. Both the poses and relative positions of the objects were varied. Variation
included rotation of the objects in the plane orthogonal to the camera (which exposes for-
merly unseen views of the objects to the camera.)

In some real sense performance with respect to this sort of variation is a very important
measure of a retrieval system’s robustness. Object pose variations such as these are what
would be anticipated when comparing pictures taken from a particular location as objects
within the scene move over time. Many real-world applications of image retrieval consist
solely, or in a great part, of databases of images which possess these sorts of variation. A
notable class of such examples are retrieval systems designed to deal with images from
video sequences: such as human and vehicle surveillance, scene-change detection, and
(television) program identification, etc.

If we consider the objects in the target images to be roughly equivalent to objects which
might move (or be moved) in a scene this experiment can be loosely considered a measure
of the ability of each system to recognize the scene portrayed in a picture.

Receiver operating curves for each technique are shown in Figure 5-29. By far the
best performance was achieved by the textures-of-textures model, which generated the top
curve; for any number of retrieved images, it returned the highest percentage of target im-
ages. The other techniques roughly cluster in performance far below that of the current
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Figure 5-28: The 10 target images used to measure performance with respect to variations
in object pose
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Figure 5-29: ROC curves for retrieval performance of each technique measured with re-
spect to variations in object pose
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system. At a Neyman-Pearson criterion of50, over98% of the images are retrieved, com-
pared to the best of the other techniques which retrieve less than50%.

This is strong evidence that the invariances which are incorporated into the system by
the structure of the characteristic signature computation, and which have been illustrated in
the proceeding experiments, tend to combine and enhance one another when considering
complex real-world types of variation.

5.2.4 Performance Experiment: Object location

In the final performance experiment, all the physical parameters were simultaneously var-
ied. The objects were photographed with a variety of lighting conditions, camera positions,
relative positions and orientations, and most significantly,physical surroundings.

This experiment, complements the previous experiment section 5.2.3, in being a highly
important measure of a retrieval system’s robustness. By varying the location in which each
picture is taken, only the objects in the image are consistent from image to image. Thus, this
experiment is a measure of the general object recognition performance of each technique.
Real-world applications which focus on object recognition, achieve their high levels of
performance by specializing in a particular domain. For example face recognition [51, 64],
or character recognition [14] typically require hundreds of thousands of training examples
to build a representation which is specifically designed to recognize certain types of targets.
Clearly a system developed and trained specifically to recognize written characters would
not be expected to be able to do well recognizing faces.

In this situation however, we consider the ability of each technique to recognize the
objects in an image without a large quantity of training data. In theory, if there were
sufficient time and data, a method could be developed which which built separate models
of each of the (potentially huge number of) different objects which it might encounter. Such
a system is reminiscent of the notion of a “grandmother cell” which fires only when a (the
person’s, presumably) grandmother is in view [1]. However, to achieve the robustness and
flexibility of recognition at the level of performance found in human observers, it would
require an astronomical number of such specialized models, making the prospect of such a
technique infeasible.

Essentially the only characteristic which is constant across all the images is the presence
of the target objects. Thus, we are in this experiment measuring the abilities of each of these
models to perform robust object recognition. To perform this task successfully, a method
must generalize over the measure of visual similarity, with very few examples (in this case
just two),in the right way.

It is possible to perform this task, humans can do it. Though we have not tested this
formally, it is clear from our familiarity with the types of images in the database, that
human observers can easily find all the target images. For example, the green Gatorade
bottle alone is a sufficient cue to the identity of the targets, as it can be clearly recognized
(by a human observer) in each of the images and is not present in any of the non-target
distractor images.

Receiver operating curves for each technique are shown in Figure 5-31. The best per-
formance was achieved by the present textures-of-textures model, which generated the top
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Figure 5-30: The 10 target images used to measure performance with respect to variations
in object location
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Figure 5-31: ROC curves for retrieval performance of each technique measured with re-
spect to variations in object location
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Figure 5-32: Receiver operating curves for the flexible histogram technique are compared
to those for ToT-25ˆ3 model across all the experiments.

curve. The other techniques roughly cluster in performance far below that of the current
system.

At a Neyman-Pearson criterion of50, over87% of the images are retrieved, compared
to the best of the other techniques which retrieve less than60%. Though the ToT-25 3̂ curve
for this experiment is somewhat lower than it achieved in the experiment in section 5.2.3,
given the increased difficulty of the variations — as both pose and location are varied in this
target set — its performance give further indication of the ability of this system to capture
the visual characteristics in the images which are visually salient.

5.3 Comparison of the Texture-Of-Textures model to the
Flexible Histogram model

In section 4.2 we conjectured that the flexible histogram model would do a poor job measur-
ing the difference between natural images. Using the experiments described in this chapter,
we can now validate that hypothesis.

We repeated each of the 15 experiments using the flexible histogram technique to mea-
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sure image similarity. Because the flexible histogram computation isO (N2) (in the num-
ber of pixels), it took over two weeks to perform all 675 queries.2 In Figure 5-32 receiver
operating curves for the flexible histogram technique are compared to those for ToT-25ˆ3
model across all the experiments. Axis values for all graphs have been omitted, but are
the same as those of the other ROC curves in this chapter. As we conjectured, in every
experiment the flexible histogram technique performs extremely poorly, especially in the
low Neyman-Pearson range.

This is due to the inherent assumption made by the flexible histogram technique, namely
that images in the same class should be able to predict — synthesize — one another. For
natural images classes, this is not true. The textures-of-textures model does not make
this assumption, and as a result it cannot be used to synthesize images, but it does provide
better generalization of an image class given only a few examples. For retrieval from image
databases, it is this ability which is critical.

5.4 Discussion

In the preceding 15 experiments, the textures-of-textures model substantially outperforms
all of the other techniques in 13 experiments. The difference in performance is especially
large in the critical region of low Neyman-Pearson criterion.

To get a comparative sense of the overall performance of each technique, cross sections
of the 15 experiments for 30,50 and 100 maximum acceptable false positives are shown in
the bar graphs in Figures 5-33, 5-34, and 5-35, respectively.

The two experiments where the current system did not achieve the best performance
were the contrast variation series, and the occlusion series.

Because of the sensitivity of the filtering operations, which compose the bulk of the
characteristic signature computation, the vulnerability of the technique to variation of global
contrast level is not surprising. Possible extensions to this model, which could help make it
robust to contrast variations include the addition of an initial stage which equalizes the con-
trast before computation of the characteristic signature could decrease this susceptibility.
It is not clear however, how such equalization would negatively affect the discriminative
power of the model.

An alternative extension suggested by the work of LeCun,et al. [14], is the insertion
of a sigmoidal non-linearity after each filtering operation. The thresholding effect of the
added sigmoid would be to roughly quantize the response of each filter. Such an extension
could potentially improve the performance of system in lower Neyman-Pearson criterion
measurements, with which we are most concerned in typical applications. This improve-
ment however, would not be without cost: when the energy at the end of each filter network
falls below the sigmoidal threshold, a catastrophic degradation of the characteristic signa-
ture representation will occur, and retrieval rates will fall off accordingly. In Chapter 7 we
consider a third option, which is to normalize the characteristic signatureafter it has been
computed.

215 experiments, each with 45 queries.
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Figure 5-33: Cross sections of the 15 experiments under a Neyman-Pearson criterion of at
most 30 false-positives.
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Figure 5-34: Cross sections of the 15 experiments under a Neyman-Pearson criterion of at
most 50 false-positives.
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Figure 5-35: Cross sections of the 15 experiments under a Neyman-Pearson criterion of at
most 100 false-positives.
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A third solution is to normalize the total response of the characteristic signature . When
comparing normalized characteristic signatures , only their orientation is significant. Be-
cause the characteristic signature generated for an image with reduced contrast is shorter
than the characteristic signature for the original, but has the same orientation, normalizing
their lengths will make them identical.3 We consider this extension in Chapter 7.

The performance under low Neyman-Pearson criteria is in many applications, the most
critical; therefore, investigations into contrast-compensation techniques will be the subject
of future research efforts.

3Except for roundoff error which introduces non-invertible effects.
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Chapter 6

Analysis of the Textures-of-Textures
retrieval technique

To attain an understanding of which components of the textures-of-textures retrieval method
we compare retrieval performance for filter network trees with different configurations. By
restricting the tree in different ways we essentially “dissect” the model, and determine
which elements of the characteristic signature are critical for its high performance level.

6.1 Different configurations of the filter-network tree

To dissect the textures-of-textures method, as described in Chapter 4, and determine which
of its components are responsible for its successes, we repeat the experiments performed
in Chapter 5, for different configurations of the network tree.

Performance successes with smaller configurations indicate which components of the
characteristic signature are critical for attaining invariance to each of the types of visual
variation in the target sets.

In each query we compare retrieval rates for the following configurations:

1. ToT-25ˆ3The textures-of-textures system, as described in Chapter 4; using 25 filters
at each of 3 levels in each filter network.

2. ToT-25ˆ2A reduced filter network tree with two levels.

3. ToT-25ˆ1A reduced filter network tree with only a single level.

4. ToT-9ˆ3 a filter network tree. with only the first three horizontal and vertical half-
filters, resulting in a branching factor of 9, applied over three levels.

5. ToT-9ˆ2 a filter network tree with 9 filters applied at two levels.

6. ToT-9ˆ1 a filter network tree with 9 filters applied at only a single level.

7. ToT-25ˆ3-Top5000use of the full 25 filters at each of 3 levels, but comparison of
only the 5,000 characteristic signature elements with the lowest variance across the
set of query images.
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8. ToT-25ˆ3-Top1975comparison of only the 1,975 characteristic signature elements
with the lowest variance from the the full 25 filters at each of 3 levels. (1,975 ele-
ments are used because this is the size of the complete ToT-25 2̂ characteristic signa-
ture.)

9. ToT-25 3̂-Top500comparison of only the 500 characteristic signature elements with
the lowest variance from the the full 25 filters at each of 3 levels.

10. ToT-25ˆ3-Top75comparison of only the 75 characteristic signature elements with
the lowest variance from the the full 25 filters at each of 3 levels. (75 elements are
used because this is the size of the complete ToT-25ˆ1 characteristic signature.)

11. ToT-25 3̂-Random5000comparison using 5,000 randomly chosen characteristic sig-
nature elements with the lowest variance from the the full 25 filters at each of 3 levels.

The receiver operating characteristics for each configuration of the filter network tree,
for retrieval on each set of target images, described in Chapter 5, are shown in Figures 6-1
through 6-5. In each set of plots, the axes on each graph are the same as those in Chapter 5
and are not printed to allow all plots to fit on a page.

6.1.1 Number of levels

By comparing curves for configurations ToT-25ˆ1, ToT-25ˆ2, and ToT-25ˆ3, which is done
in Figure 6-1, we see performance improves in almost every retrieval task — except for
the contrast and occlusion series where the performance of all configurations was poor
— with each additional level of of the network tree. Furthermore, the performance gains
are quite significant, in the range of25% to 30% over the low Neyman-Pearson criterion
range. In all of the configurations tested, the number of levels used was the factor which
had the greatest influence on performance. Adding additional levels, however, causes an
exponential increase in the number of elements in the characteristic signature . With a
branching factor of 25, adding an additional level, i.e. generating aToT-25 4̂configuration,
would result in about 1.2 million1 elements in the characteristic signature . With the
computing power which is currently readily accessible such a large signature is prohibitive;
a 2,900 image database, such as the one used here, would require 6 gigabytes2 of storage.

6.1.2 Dominating characteristic signature elements

Are the top 5,000 sufficient?

Because the contribution of each element in the characteristic signature is normalized by
the its variance across the query set, the elements whose variance is smallest will tend to
dominate the others. By examining the curves which just compare the elements with the
lowest variances, we can determine if a comparing some number of elements fewer than

1Specifically,254 � 3 = 1; 171; 875 elements.
2assuming 2-byte precision per characteristic signature element.

133



Brightness       Camera Position  Contrast         Hard Shadows     

Soft Shadows     Noise (s=0.25)   Noise (s=0.50)   Noise (s=0.75)   

Object Locoation Object Pose      Occlusion        Rotation 360 deg.

Rotation 60 deg. Translation      Zoom             

ToT−25^3        

ToT−25^2        

ToT−25^1        

Figure 6-1: ROC curves for 1, 2, or 3 levels of the filter network tree.
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Brightness       Camera Position  Contrast         Hard Shadows     

Soft Shadows     Noise (s=0.25)   Noise (s=0.50)   Noise (s=0.75)   

Object Locoation Object Pose      Occlusion        Rotation 360 deg.

Rotation 60 deg. Translation      Zoom             

ToT−25^3        

Tot−25^3Top5000 

ToT−25^3Rand5000

Figure 6-2: The retrieval performance of the full model compared to one in which only the
5,000 elements with the smallest variances are used. As a control we also include a model
in which 5,000 randomly selected elements from the full characteristic signature are used.
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Brightness       Camera Position  Contrast         Hard Shadows     

Soft Shadows     Noise (s=0.25)   Noise (s=0.50)   Noise (s=0.75)   

Object Locoation Object Pose      Occlusion        Rotation 360 deg.

Rotation 60 deg. Translation      Zoom             

Tot−25^3Top5000 
ToT−25^3Top1975 
ToT−25^3Top500  
ToT−25^3Top75   

Figure 6-3: ROC curves for configurations which use successively smaller subsets of the
top (lowest variance) elements of the characteristic signature .

the complete set can achieve performance comparable to that of the full set. In Figure 6-2
we compare the retrieval performance of the full ToT-25 3̂ model to the ToT-25 3̂-Top5000
configuration, in which only the 5,000 elements with the smallest variances are used. As
a control we also include ToT-25ˆ3-Rand5000, in which 5,000 randomly selected elements
from the full characteristic signature are used. (The same 5,000 elements are used for all
queries.) Using 5,000 random elements reduces the performance by as much as10% in
many experiments Variations caused by large rotations, object location, translation, and
camera position are most affected.

In every experiment, the comparisons based on the top 5,000 elements of the character-
istic signature achieve the same level of performance as the comparison based on the full
signature. This indicates that the full comparison is dominated by the elements with the
smallest variances.

Are fewer sufficient?

From the plots in Figure 6-2 we see that some subset of the top 5,000 elements dominate the
full comparison. In Figure 6-3 we compare configurations ToT-25ˆ3-Top5000, ToT-25ˆ3-
Top1975, ToT-25ˆ3-Top500, and ToT-25ˆ3-Top75, which each use successively smaller
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subsets of the top (lowest variance) elements of the characteristic signature . Across almost
every experiment the configurations which use 500 or more of the lowest variance elements
perform as well as the full comparison using the entire characteristic signature . In some
variations, zoom, rotation and object location, using just 500 elements results inslightly
lower performance in the low Neyman-Pearson range; however, the performance decrease
is extremely small and may not generalize over similar target sets generated from different
base images.

When only using the top 75 elements, performance dropped slightly – by at most10%

to 12% (in the camera position variation and in rotation over 360 degrees.) The computa-
tional speedup attained however is a factor of 625 (46; 875=75) which is quite substantial3.
This suggest schemes for speeding up queries by first performing a prefiltering query. By
allowing large enough Neyman-Pearson criterion for this prefiltering query, we can with
arbitrary certainty guarantee that only false-positives are removed in this filter, i.e. we can
guarantee that there are no false-negatives, that all the true-positives pass through. Any
degree of certainty can be guaranteed trivially with a null operation, as we can set the
Neyman-Pearson criterion to be the size entire clutter image set. Clearly this would gain us
nothing; however, from the ROC curves in Figure 6-3 we see evidence that in practice, the
performance of the ToT-25ˆ3-Top75 and ToT-25ˆ3 techniques converge above an Neyman-
Pearson criterion of800. Thus using such a prefilter can generate about a3� speedup
without much loss of performance.

6.1.3 Smaller branching factors

Partitioning the filter set

In Figure 6-4 we compare configurations which use a smaller set of filters at each level and
thus have smaller branching factors. Configuration ToT-9ˆ3 consists of the use of the nine
filters which are generated by the successive application of the first three horizontal kernels
h0, h1, andh2 followed by the first three vertical filtersv0, v1, andv2. This subset of the 25
filters used in ToT-25ˆ3 can be visualized:

0
BBBBBB@

h0 h1 h2

v0 F0 F1 F2 : :

v1 F5 F6 F7 : :

v2 F10 F11 F12 : :

: : : : :

: : : : :

1
CCCCCCA

(6.1)

Configuration ToT-4ˆ3 consists of the use of the nine filters which are generated by the
successive application of the last two horizontal kernelsh3 andh4 followed by the first
three vertical filtersv3 andv4. Thus, consisting of the filters:

3There is also a one time cost/ O (46; 875 log46; 875) required for finding the top 75 elements, but this
is amortized over the entire database and is insignificant.
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Brightness       Camera Position  Contrast         Hard Shadows     

Soft Shadows     Noise (s=0.25)   Noise (s=0.50)   Noise (s=0.75)   

Object Locoation Object Pose      Occlusion        Rotation 360 deg.

Rotation 60 deg. Translation      Zoom             

ToT−25^3        

ToT−9^3         

ToT−4^3         

Figure 6-4: ROC curves for configurations which use a smaller set of filters at each level
and thus have smaller branching factors.
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BBB@

h3 h4

: : : : :

: : : : :

v3 : : : F18 F19

v4 : : : F23 F24

1
CCCA (6.2)

In splitting the filter set in this way, we can examine how important each of the two
subgroups of half-filters is in establishing the overall performance of the system.

In each experiment the ToT-4ˆ3 configuration performed significantly worse than the
ToT-9ˆ3 and ToT-25ˆ3 configurations. In some experiments the difference in performance
was as high as60% in the low Neyman-Pearson criterion range.

The ToT-9ˆ3 configuration slightly out performed the larger ToT-25ˆ3 configuration in
almost every experiment. This is surprising because the characteristic signature generated
in the ToT-25 3̂ configuration is a complete superset of the ToT-9 3̂ characteristic signature .
However, the difference is extremely small in all experiments except for two: large rotations
and camera position. The better performance for retrieval of target images which have
undergone large rotation is not surprising. The filters which were removed from the filter
set are precisely those which have the most specific orientation response. Without them,
the ToT-9ˆ3 configuration representation is less sensitive to changes due to orientation.
Performance improves because the target images are similar enough that even without this
orientation selectivity they are still clustered away from the clutter images, and without the
additional orientation-selective dimensions they cluster closer together.

Level variation with smaller branching factor

Though the ToT-9 configuration out performs the ToT-25 model with three levels, the effect
of additional levels is unclear. In Figure 6-5 we compare the performance of the ToT-25ˆ1,
ToT-25ˆ2, and ToT-25ˆ3 configurations with the ToT-9ˆ1, ToT-9ˆ2, and ToT-9ˆ3 configura-
tions.

In all experiments performance improves for all configurations with the addition of each
successive level.

The performance of the ToT-25 1̂, one level configuration is better than that of the ToT-
9 1̂ by between5% and15% in every experiment, except for the case of small rotations and
occlusion where their performance was roughly identical.

With the addition of another level, the performance of the 9 branching model, ToT-
9ˆ2 is closer to the ToT-25ˆ2 configuration’s performance than it was with only a single
level. In one case, the contrast variation series, the ToT-9ˆ2 model slightly outperforms the
ToT-25 2̂ model, though both have the exceptionally poor performance which was noted in
section 5.1.2.

In every experiment the the ToT-9ˆ3 model is at the same level as, or slightly outper-
forms the ToT-25ˆ3 model as discussed in section 6.1.3.

As additional levels are added to each configuration, it is notable that the relative im-
provement in performance is about the same, or perhaps even slightly greater for the ToT-9
series. This suggests that with an additional level, the performance of a ToT-9ˆ4 config-
uration might be better than that of a ToT-25ˆ4 model. Further the branching factor of 9,
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Brightness       Camera Position  Contrast         Hard Shadows     

Soft Shadows     Noise (s=0.25)   Noise (s=0.50)   Noise (s=0.75)   

Object Locoation Object Pose      Occlusion        Rotation 360 deg.

Rotation 60 deg. Translation      Zoom             

ToT−25^3        
ToT−25^2        
ToT−25^1        
ToT−9^3         
ToT−9^2         
ToT−9^1         

Figure 6-5: ROC curves for 1, 2, or 3 levels of the filter network trees with branching
factors of 9 and 25.
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as opposed to 25, makes such a computation feasible. A ToT-9ˆ4 configuration results in
19,683 characteristic signature elements,4 which is less than half the size of the ToT-25ˆ3
characteristic signature . We consider this configuration in Chapter 7.

4A ToT-9ˆ4 configuration results in19; 683 = 94 � 3
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Chapter 7

Improving The Texture-Of-Textures
Model

The experiments in Chapter 5 measured how well the textures-of-textures model retrieves
images which vary due to both physical and post processing variations, and indicated for
what types of variations it is not robust. In Chapter 6 we illustrated which components
of the filter network tree and the corresponding characteristic signature are important in
establishing the observed retrieval rates.

7.1 Filter Network Tree Configurations With Additional
Layers

From these two sets of experiments several possible extensions are suggested, which could
improve the retrieval rates of the original model described in Chapter 4. Because of the
progressive improvements with each level added to the filter network tree, the data in Fig-
ure 6-5 suggest that with even more layers performance might continue to improve. With
a branching factor of 25, building such a large tree and storing the resulting characteristic
signatures for an entire database is prohibitively expensive; however, in section 6.1.3 we
showed that when decreasing the set of filters used at each level, performance was not hurt,
and even improved slightly in some cases.

Combining this information suggests that a 4-layer filter network tree with a branching
factor of 9, which does result in manageable characteristic signatures, could show a large
performance gain over the 3-layer models.

In Figure 7-1 we plot the receiver operating curves for a 4-layer filter network tree with
a branching factor of 9, ToT-9ˆ4, and the corresponding curves for the equivalent 3-layer
configuration ToT-9ˆ3. The effects of adding the additional layer are mixed.

In three experiments, brightness and contrast and occlusion variations, the performance
of the 4-layer tree is better than that of the 3-layer. However, the improvement in the
low Neyman-Pearson range is really only a significant gain in the brightness experiment
where it is a12% improvement over already notably high retrieval rates of80 to 85%. In
the contrast and occlusion experiments an improvement of12% on top of the lack-luster
performance, around40% for the 3-layer network, still leaves much to be desired.
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Brightness       Camera Position  Contrast         Hard Shadows     

Soft Shadows     Noise (s=0.25)   Noise (s=0.50)   Noise (s=0.75)   

Object Locoation Object Pose      Occlusion        Rotation 360 deg.

Rotation 60 deg. Translation      Zoom             

ToT−9^3    

ToT−9^4    

Figure 7-1: The receiver operating curves for a 4-layer filter network tree with a branching
factor of 9 and the corresponding curves for the equivalent 3-layer configuration.
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In three other experiments — variations of large rotations, translation and zoom — the
4-layer configuration showed significant decreases in performance compared to the 3-layer
model. In each case performance dropped between8 and12% in the low Neyman-Pearson
region. Further, in two additional experiments — camera position, and hard shadows —
performance dropped significantly in just the very low Neyman-Pearson region (for camera
position) or dropped slightly over the whole low Neyman-Pearson region (hard shadows.)
However, These performance drops are small and only serve to indicate that the perfor-
mance of the 4-layer model isnot betterthan that of the 3-layer model in these experiments.

Some insight helps explain why it is on these experiments where the 4-layer filter net-
work trees achieve a lower performance. In the experiments where the 4-layer configuration
performs worse than the 3-layer configuration, the lower spatial frequencies across the tar-
get image sets are significantly modified by the variations exhibited by the sets. The 4-layer
configuration incorporates constraints at a full octave lower in spatial frequency than does
the 3-layer model, and as a result, the characteristic signature generated by the 4-layer re-
sults in a representation which is less stable with respect to lower frequency variations. The
3-layer model performs its aggregation of feature responses at a higher resolution than does
the 4-layer model. In doing so, it is invariant to low frequency changes in the images. Such
changes include the rearrangement of parts of the scene, or change of viewing position.
Representational invariance to these low-frequency changes is crucial for successful image
retrieval in the general case.

7.2 Counteracting The Effects Of Contrast: Characteris-
tic Signature Normalization

In Figure 5-5 the deleterious effects of contrast manipulation on the performance of the
textures-of-textures method was made apparent. In section 5.1.2 several strategies were
suggested for compensating for this vulnerability. Each solution proposes overcoming the
contrast problem by adding contrast invariance at different stages of the characteristic sig-
nature computation. The proposed solutions were to

� normalize the original image

� add a sigmoidal non-linearity which would effectively quantize the feature response
images at each level

� normalize the characteristic signature

The purpose of removing the effects of contrast is to cause similar images, which differ
in appearance because of contrast shifts, to appear more like each other and less like the
clutter images in the database. Achieving this is easier in higher dimensional spaces, where
clusters can differ because of any one of many dimensions.

Before characteristic signature computation, the input image is inN -dimensional pixel-
space. During the first levels of characteristic signature computation, the representation is
of lower dimensionality thanN . At the final level however, the characteristic signature
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Brightness       Camera Position  Contrast         Hard Shadows     

Soft Shadows     Noise (s=0.25)   Noise (s=0.50)   Noise (s=0.75)   
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ToT−9^4CSN 
ToT−25^3CSN

Figure 7-2: Comparison of performance of characteristic signature normalized and non-
normalized models.

is of higher dimensionality than the original pixel representation. Therefore, by perform-
ing normalization at earlier stages, images which might be distinguishable in characteristic
signature space, could be projected on top of one another (making them indistinguishable.)
When full characteristic signature is computed before normalization is performed, the max-
imal advantage from increasing the representational dimensionality is achieved.

Characteristic signature normalization is performed in the obvious way:

SNormalized
i;j;k;c =

Si;j;k;cP
i0;j0;k0;c0 Si0;j0;k0;c0

(7.1)

We repeated the experiments from Chapter 5 using the ToT-25ˆ3CSN configuration,
which is the ToT-25ˆ3 with added characteristic signature normalization, and the ToT-
9ˆ4CSN configuration, which is ToT-9ˆ4 with characteristic signature normalization. The
receiver operating characteristics of each curve are shown in Figure 7-2.

In almost every experiment, both characteristic-signature-normalized techniques achieved
perfect performance. This result is rather astounding.

The two experiments where they did not achieve perfect retrieval were precisely those
where the non-normalized versions were weakest: in contrast and occlusion variation.
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Though they did not achieve perfect performance, they were able to achieve immediate
retrieval rates of around90% and95% for contrast and occlusion variation respectively.

However, this success was at the cost of not retrieving the last few percent until the
clutter images were exhausted. This quantized behavior is the result of the fact that in both
contrast reduction and occlusion, information is lost. In occlusion the cause for this loss
is clear, some pixels are completely covered, and the original values lost. For contrast, the
cause is slightly subtler; when the contrast of the image is decreased and stored in integer
valued pixels, the fractional portion is lost, making the process uninvertable. For the last
few percent of the target images the information lost was critical in accurately determining
similarity.

In both cases the ToT-25ˆ3CSN configuration performed slightly better than did ToT-
9ˆ4CSN, achieving93% compared to88% for contrast variation and97% versus94% for
occlusion. Though this difference is of only limited significance, the ability of each model
to generalize when presented with query images which are less similar than those used in
these experiments, is very different as evidenced by the quality of the images retrieved.

7.3 Qualitative Performance In Real World Queries

Both the ToT-25 3̂CSN and ToT-9 4̂CSN configurations achieve nearly perfect performance
on the experiments in Chapter 5. However, in practice that the ToT-25 3̂CSN results in more
robust generalization when given query images which specify a target set which is much
more loosely defined than those used in the Chapter 5 experiments.

To see these effects, we present several anecdotal query and response sets, which are
indicative of the general performance of the systems when presented with realistic queries.

In Figures 7-3 and 7-4 we compare the image set retrieved by the characteristic-signature-
normalized model, ToT-9 4̂CSN, to the set retrieved by the ToT-25 3̂ model, when presented
with query images which contain two cars of different colors, in different surroundings. In
this case, the target image class — i.e. those for which I was searching — were images of
cars. Query results are shown for each model, using the world wide web interface, which
is accessible via:

http://www.ai.mit.edu/ �jsd/Research/ImageDatabase/Demo
In the left panel of Figure 7-3 the query images are shown, and in the right panel are

the thirty top responses. Even though the ToT-9ˆ4CSN model achieved virtually perfect
performance in the variation experiments, in a realistic query, we find that the model does
not generalize well. In the set of thirty responses, only two cars are present.

In Figure 7-4 the same query images are used, and even though the ToT-25ˆ3 model
did not perform as well on the variation experiments, in this realistic query it was better
able to capture the general visual notion suggested by the query images. In the set of thirty
responses, eleven cars are present.

The remaining question is: even though characteristic signature normalization improves
the performance of the ToT-25ˆ3CSN technique on the Chapter 5 experiments, will that
performance boost translate into more diverse queries. In Figure 7-5 we show the results
of the same query using the ToT-25 3̂CSN model. In the set of thirty responses, 17 cars are
present. Furthermore, of the images which are not cars, several are airplanes which have

146



Figure 7-3: A query for cars using the WWW interface, and the retrieval results of the
textures-of-textures filter network tree configuration with 4 levels, a branching factor of 9
and characteristic signature normalization. Only two cars are found.
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Figure 7-4: The same query shown in Figure 7-3, using the filter network tree configuration
described in Chapter 4, with 3 levels, a branching factor of 25 (no characteristic signature
normalization.) Eleven of the 30 retrieved images contain cars.
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Figure 7-5: The same query shown in Figure 7-3, using a filter network tree configuration
with 3 levels, a branching factor of 25 and characteristic signature normalization. Seventeen
of the 30 retrieved images contain cars.
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Figure 7-6: A difficult query aimed at getting images of “people wearing hats” and the
images retrieved with using a filter network tree configuration with 3 levels, a branching
factor of 25 and characteristic signature normalization. Eleven images contain people (or
statues of people) wearing hats.

very similar appearances. Even though this evidence is only anecdotal, the performance
of the ToT-25ˆ3CSN model seems to be better than the other models for all of the queries
which we have compared in this way.

7.4 “So how good is it, really?”

Even with the performance experiments in the preceding chapters, it is still difficult to fully
characterize the performance of the textures-of-textures retrieval technique. This is a fun-
damental problem of the domain. Images vary from each other in an astronomical number
of ways, and similarity is perceived by human observers based upon complex interactions
between recognition, cognition, and assumption. It seems unlikely that an absolute crite-
rion for image similarity can ever be determined, or if one truly exists.
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Figure 7-7: Another difficult query designed to return “people not wearing hats;” a slightly
different target set than in Figure 7-6. Ten images contain people not wearing hats.
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In Figures 7-6 and 7-7 two queries are shown designed to retrieve people with (in Fig-
ure 7-6) and without (in Figure 7-7.) In the retrieved images for the “with hats” query,
11 images contained people with hats and 9 contained images of people without. In the
“no hats” query, 8 images contained people with hats and 10 contained images of people
without. Is that significant? Probably not. But it is remarkable that in both cases image of
people were returned. That in and of itself is a success.

However, this raises an additional point. When asked what he would retrieve from a
database, when presented with the “no hats” query in Figure 7-7, a human observer replied
that the objective was to find images of people with contained only their upper body. The
problem is this is a valid interpretation of the query images. When presented with this
query, how is a computer system to know what is the key element? As it happens, the
system also returned 9 images which contain only the upper body.

So how good is it? This is truly difficult to quantify. The experiments performed in the
preceding chapters give some indication that the system can recognize objects and scenes
under a variety of conditions. However, the performance of the system is still no where
near the ability of a human observer. When presented with and image, human observers can
recall and incorporate vast amounts of learned knowledge. For example, when presented
the query images Figure 7-7, which contain people, or those in Figures 7-3 through 7-5,
which contain cars — both objects with which humans are intimately familiar — human
observers can use that familiarity to infer visual features, and semantic meaning which is
only suggested by the images themselves.

Even when presented with objects with which they are unfamiliar, the visual experience
of a human observer, built up over the course of a lifetime, can be used to infer physical
and visual properties.

So how good is it, really? Compared to the methods which form the basis of other
techniques which have been used for image retrieval, it appears to perform extremely well.
Compared to human observers, there is still a long way to go. The importance of this
research, however, is that it suggests a new methodology for approaching the problem of
image recognition — a new methodology which appears to be robust and extensible. With
additional research, development and experimentation, the full potential of this approach
will be explored and discovered.
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Chapter 8

Concluding Remarks

We have presented three novel techniques: for synthesizing textures, texture discrimina-
tion, and image retrieval. Each technique uses explicit representations which approximate
the statistical distributions over images. The distribution approximations used share the
property that they capture visual structure by incorporating feature constraints at multiple
resolutions. A key component in their successes is their requirement that each constraint
is jointly satisfied — that thejoint occurrence of the required features occurs at multiple
resolutions.

The techniques presented here achieve remarkable levels of performance. The synthe-
sized textures more successfully capture the characteristics of input textures than do pre-
vious techniques. Using the flexible histogram measure classification of natural textures
indicates a high level of specificity, and recent results on target detection in SAR imagery
are encouraging. The textures-of-textures approach to image recognition perform better on
retrieval tasks than to more conventional approaches, and can be analyzed and extended to
further improve its performance.

However, the true success and contribution of these techniques is that they present a
novel solution. Each achieves reasonable levels of performance in their domain using new
approaches — approaches which can be incorporated into existing systems, which present
alternatives to current methods, and which can be be applied to new problems.
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Appendix A

Specification competing retrieval
techniques

In this appendix we include the details of the techniques compared to the textures-of-
textures method in Chapter 5. Their implementations are straightforward, andstandard.
The details are included here for the sake completeness.

A.1 Color histogram bin determination

Each color histogram quantizes the three color axis – either red, green, blue or hue, satu-
ration and value – intoK mutually exclusive cells. The resulting quantized space forms a
three dimensional array of cells,C[a][b][c], into one which each color falls. Each cell forms
one bin in the histogram,BaK2+bK+c = C[a][b][c]:
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where� (�) = 1 iff the condition in its argument is true. Thus each histogram containsK3

bins. For the 216 histogramK = 6, and for the 512 bin histograms,K = 8.
The function used to convert from the RGB to the HSV colorspace was modified from

the sample in from Follyet al. ([22]), and is shown in Table A.1

A.2 Color histogram comparison

Histograms were compared with a standard�2 measure [52]:

154



HSVPixel RGBToHSV(const RGBPixel &pxl)
f

byte yH,yS,yV;

byte yMax = FiplMax(pxl);
byte yMin = FiplMin(pxl);

yV=yMax;

if (yMax!=0)
yS=(yMax-yMin);

else
yS=0;

if (yS==0)
yH=0; //UNDEFINED

else
f

byte yDelta = yMax-yMin;
if (pxl.R()==yMax)

yH=42*1+42*(pxl.G()-pxl.B())/yDelta;
else if (pxl.G()==yMax)

yH=42*3+42*(pxl.B()-pxl.R())/yDelta;
else if (pxl.B()==yMax)

yH=42*5+42*(pxl.R()-pxl.G())/yDelta;
g

return HSVPixel(yH,yS,yV);
g

Table A.1: RGB to HSV colorspace conversion routine, modified from [22].
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�2 =
X

i2bins

�
Bmodel
i � Btest

i

�2
Bmodel
i +Btest

i

(A.2)

For the combined histogram models, the�2 difference between the test image histogram

and the sum of the histograms generated by the two query images, was used directly as the

similarity measure used for ranking.

For the nearest neighbor models, the similarity measure used for ranking was:

min
h
�2 (Iquery1) ; Itest; �

2 (Iquery2) ; Itest
i

(A.3)

A.3 Correlation comparison measure

The correlation function used for comparing a query image to the model image was the

sum pixel difference measured with theL2 norm:

X
p2pixels

s X
c2colors

(p
query
c � ptest

c )
2 (A.4)

The similarity measure used was the minimum correlation of the test image with either

of the two query images.
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